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Annex A End To End Jitter [Informative ]

Annex A1l Introduction

Transporting time critical information streams using higher protocol layers requires the exchange of timing
information between the protocol layers. The layer adaptation processes between protocol layers transform the
jitter of one layer into the jitter of another layer. Within each layer, there are processes (e.g., switching) that
introduce additional jitter terms. A comprehensive framework is needed to assemble all these different jitter
terms.

A simple end-to-end model of the transport connection for a time critical information stream is introduced using
the standard trail and connection nomenclature from G.808is model then serves as the basis for
identification and discussion of several different jitter phenomena. In particular, this layering approach separates
the cumulative jittering effects that occur within each layer from the transformational jitter effects of layer
adaptation. To aid the proper accumulation and transformation of the jitter, it is helpful to keep all jitter
measures to the same accuracy (e.g., Probability [peak-to-peak ittlediexy value] < 18).

For real network services based on ATM connections, there may be many different jitter effects present. This is
not intended to be a comprehensive analysis of all jitter components for all types of services. Examples of the
jitter terms associated with the transport of an MPEG-2 Single Program Transport Stream are described.

Annex A2 End to End Connection Model

An MPEG-2 Single Program Transport Stream is encapsulated in an AAL-5 PDU and then transmitted as ATM
cells over a SONET transport network from a source equipment to a sink equipment. A diagram can be drawn
using the G.803 notation to show the adaptation functions that are required to transform the characteristic
information of one trail layer into another. The various sources of jitter can be associated with either the layer
adaptation functions or the connection termination functions. The relative importance of these sources of jitter
may be different in each layer. The VC-4 layer and ATM VC layer are identified in G.803.

Jitter is dimensioned in units of time. More specifically, jitter terms describe a time deviation from some
expected significant instanfor a specific signal typeEach layer of the G.803 model represents a different
specific signal type. This signal type is referred to as the ‘characteristic information’ that is transported by that
layer. Jitter should be expressed in terms that are relative to the characteristic information of the layer concerned
(e.g., Cell Delay Variation for the ATM VC layer, PDU Delay Variation (PDV) for AAL-5 PDUs, etc.).

Annex A.2.1 Layer Synchronization

In order to understand the propagation of jitter through these networks, it is important to understand the timing
configurations possible. The public networks typically provide a synchronization source that is traceable to

national standards. In some applications, the source equipment may generate its own timing. The different
layers can be operated with independent synchronization. There may be advantages for this in particular
deployment scenarios. If two layers have different independent timing, the layer adaptation processes must
accommodate this by including, for example, a rate adaptation process.

Annex A.2.2 SONET Network Example

The SONET bitstream is typically synchronized to the public transmission network. In this case, the timing
should be traceable to stratum 1 standards. In stand alone configurations, or during fault cCBOMNETS,
equipment can operate from stratum 3 references.
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Figure A-1 SONET Network Example

Annex A.2.3 ATM Network Example

The ATM Network example isimilar to the SONET network exampkxceptthatconnections are made
at the ATMlayerrather than th&ONET layer. Irthis case, additional jitter terms due to the ATéer
connection processes will be present.
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Figure A-2 ATM Network Example

Annex A.2.4 HFC Network Example

The HFC Network example isimilar to the ATM network example, ithatconnections are made at the

ATM layer rather than th&sONET layer. In addition, the MPEG Tgacketsare remapped into a new
modulation scheme fdransportoverthe HFC cableplant. In thiscase, additional jitter terms due to the
remapping between the ATM transport and the HFC transport processes, as well as jitter introduced by the
HFC modulation scheme will be presenthe jitter terms present in a particutieploymentare highly
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implementation dependeand may be affected by many aspeasy. buffering, remapping MIPEG-2
PCRs etc as well as the network topology.
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Figure A-3 HFC Network Example

Annex A3 Layer Adaptation Processes
Annex A.3.1 Generic Processes

Annex A3.1.1 Rate Adaptation
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Figure A-4 Rate Adaptation Example

Rate adaptation, or rate decoupling, occurs when the characteristic information rates of two layers are different.
When this occurs, additional “stuffing” information is inserted in order to maintain the transmission rate of the
higher bit rate stream. Rate decoupling is a layer adaptation process. It could be used between any two layers
with independent timingzigure A-4 shows an example where an ATM cell stream (e.g. a single VC) is rate
adapted into a higher rate cell stream. In this case, the stuffing is quantized to one cell period.
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Cell rate decoupling in the ATM Forum UNI 3.0 specificdtioafers to an ATM layer process where the
sending process inserts “unassigned” cells as necessary to form a contiguous cell stream. ITU-T uses the term to
refer to a PHY layer process that involves the insertion of “idle” cells. Both processes result in a displacement of
a source traffic cell by one or more cell periods .

Annex A3.1.2 Multiplexing

Consider the cell stream comprising one VC that is to be mixed into a composite cell stream with other cells.
The CDV of a VC is affected by the other traffic in the composite ATM cell stream. The ATM cell stream
contains cells from many VCs as well as overhead cells such as OA&M cells and rate adaptation cells (“idle” or
"unassigned”).

The CDV of a VC cell stream is quantized with a granularity of the cell period of the composite ATM cell
stream. The jitter functions associated with cell switching or multiplexing may result in CDV quantization
steps greater than one cell. The maximum CDV quantization step is related to the burst size that can exist in
cells extraneous to the VC. The burst lengths tend to increase as the utilization of a composite ATM cell stream
increases. Hence the CDV can be expected to be related to the utilization of a particular ATM connection.

The existence of correlating traffic patterns between different VCs may also complicate the analysis. Multiple
VCs with the same nominal CBR rate may produce repetitive effects over multiple cell periods. VBR traffic is
more likely to be non stationary in nature.

Annex A3.1.3 Traffic Shaping

Traffic shaping can be applied warious waysOne could introduce traffishaping at théAL-5 level ,

or at the MPEG-2evel. One could arguthat aCPR MPEG-2 SPT®asalready been shaped (to a
constant packet rate). The mestmmon use dfhe term isassociated witlshaping of traffic on a single
connection by end user equipment (e.g., CPE) in ordertply with the traffic contract agredaetween
the user and the network operator.

ATM Traffic shaping is applicable tall traffic types exceptUBR. In the case of a VC with a traffic

contract specifying a CBR traffic descriptor, end user equipmegtberequired to provide buffering and
scheduling functions at theource in order to ensutbat cells ofthat VC comply with the cell spacing

requirements expected ofGBR cell streamDelayvariations in these bufferingnd scheduling functions

of the end user equipment may result in additional jitter terms.

Annex A3.1.4 PDU Segmentation

A PDU consist of theSDU from the next highedtayer plusthe PDU-specificinformation (e.g.AAL-5
CS-PDUtrailerfields). The time to make RDU from anSDU (e.g., appending length, CRC-32, etc. for
AAL-5) is assumed to be constanthe PDU is dividedinto someinteger number ofi8-byte ATM cell
payloads. The cells fromthe PDU areassociated with a VC@&nd aremultiplexed onto the ATMink as
described in section A-3.1dbove. The cells fromthe PDU may bemetered out in any burst size up to
the PDU size, at a rate proportional to tiRDU rate suchthat theprocess receivinghe PDU should
neither overflow or underflow its PDU buffer. i.e.,

cell rate = PDU rate * PDU size (cells) / burst size (cells)
The delay to segment a PDU is constant, and depends on the time to transfer the individual cells:

PDU segmentation delay = 1 / cell rate
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Annex A3.1.5 PDU Re-Assembly

The process of reassembly of cells into a PDU takes an interval of time that is assumed to be equal to the time to
accumulate the necessary number of cells. The time to extract the PDU from the accumulated cells is assumed to
be constant and negligible in magnitude compared with one cell period. The cell arrival times are assumed to be
jittered by some probabilistic CDV functioRigure A-5 showshe basic model of celarrival andPDU re-
assemblyThe nominalPDU interval (in thisexample) is 8 times the nominegll interval. The actual

PDU interval value adds the CDV values from the last cell of the current PDU and the previous PDU.

The cumulative distribution of the PDV could be considered as a sample distribution drawn from the cumulative

CDV population. The central limit theorem would suggest that samples would tend toward the mean rather than
extremes. Since this is essentially an infinite population, and the sample size is also infinite, the effect due to
such sampling is likely to be small. A worst case assumption is that a peak to peak CDV of less than x mS with
a confidence of 18 implies a peak to peak AAL-5 PDV of less than x mS with a confidencé*bf 10

AAL-5 PDU
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Figure A-5: CBR Model for CDV

Annex A3.1.6 SDU Accumulation

When more than one MPEG-2 Transport Stream Packseid to fill an AAL-5 SDUthe first TSpacket
to arrive at thesSDU accumulation function is delayadtil the lastpacket to be inserted in tHAL-5
PDU arrives. If we assumghat theSDU accumulation process takes a fixed deldgn the first TS
packet suffers a rate dependent delay equiddetamumber of TPackets inthe AAL-5 PDU. For atwo TS
packet AAL-5 SDUthe delay is one TS Packet periodthé Transport Stream rate. The last f&&ket
suffers only the fixed delay ¢fie SDU accumulation process. If multiple TS packate sent ironeSDU,
then the intermediatpackets suffer proportional delays. shnilar dis-accumulation function catso
be seen. The delay suffered by different TS packets depernts goosition within théAL-5 PDU. This
is illustrated in Figure A-6.

The delay is rate dependent. For a 1Mb/s Transport Stream, each TS packet repi8seindelay. For a
10Mb/s Transport Stream, each TS packet represemiigs 100nS of delayThis buffer sizerequired to
accommodate this delay during dis-accumulation is not rate dependent - it is fikednbgximumAAL-

5 PDU size.

MPEG2-PCR / AAL-5 SDU Alignment
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The specification doesiot require alignment oMPEG2-PCRs with AAL-5SDUs -i.e. it is “PCR
unaware”.

Input MPEG-2

Output AAL-5 PDU Stream

Figure A-6 Example Non-Alignment of MPEG-2PCRs with AAL5 PDU Boundary

The intervalbetweeninsertions of a MPEG-2PCHRito the MPEG TS is not strictly constrained by the
MPEG standards. The maximum interval between MPEG-2PCRs is constrained to 100mS.

One method to aligMPEG2PCR timestampsithin AAL-5 SDU'’s for storedprogram replay is to pre-
processhe Transport Stream to ensuhat theMPEG-2PCRsare inserted into the stream at intervals
based on an integral multiple of the (fixed) AAL-5 PDU size.

Annex A3.1.7 SDU Dis-accumulation

The AAL-5 PDU structure provides for multiple MPEG SPTS packets to be multiplesteconeAAL-5

SDU. When dis-accumulating thiSDU, these SPTS packdiscomeavailable at the same tim&his
burstiness may create problems ftbe next (higher) layer. While the segmentateomd reassembly

function can beexpected to preservihe order of the packetshis SDU dis-accumulation operation
represents a severe jitter as shown in Figure A-7. Successive MPEG SPTS packets would be sent resulting
in successiventer-arrival intervals of zerand twice the nominal interarrival rate. If buffer of the

MPEG SPTS packets is requirgtien thecontrol of thebuffers could become compleSending the TS

packets as soon as they become available treats MPEG SPTS packets uniformly. The jitter term
varies according to the bandwidth assumption. For a noi@BRIMPEG bitrate, the jitter term is one

MPEG SPTS packet period.
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Adjacent TS Packets with Interarrival Time = essentially zero
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Figure A-7 Demultiplexed TS Packets

Annex A.3.2 Specific Layer Adaptations
Specific layer adaptation functions apply between specific layers.

Annex A3.2.1 ATM Cell Stream to/from SONET

SONET layer jitter effects can be caused by normal equipment tolerances and environmental variations. Physical
layer jitter effects associated with the recovery of the bit level timing is well documented by T1X1 and others.
There are some systematic jitter effects associated with the frame structur8@NIEE frame but these are
regular in nature.

For example, one of the largest SONET jitter terms is associated with the systematic jitter introduced by the
SONET frame header. At OC-3c rates, the jitter magnitude is 9 octets representing one row of header
information. 9 octets is less than the cell period of 53 octets. SONET systematic jitter terms are typically
eliminated by the pointer manipulation buffers associated with layer adaptation function SGINES" trail
termination equipment. Some equipments may provide a burst interface to the higher layer. For the purposes of
this contribution, we assume that the payload provided from the SONET layer to the ATM Layer is a contiguous
payload bitstream.

The ATM layer may operate in a manner synchronized to the incoming SONET payload stream. Some
equipments may terminate multiple SONET payload streams. Rate adaptation of the incoming SONET payload
stream to an internal time reference is a typical layer adaptation process to accommodate this. If the incoming
SONET payload stream is not jittered, the rate adaptation process would introduce a systematic jitter based on
the rate difference. Jitter in the timing of tBONET payload stream would be manifest at the ATM layer as
randomization of the insertion point of the rate decoupling cells.

The jitter transformation of this layer adaptation process is not linear. A jitter quantization effects occurs.
Consider a contiguous ATM cell stream recovered from a SONET layer. The local timing of the cell intervals is
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fixed. Jitter at the cell level must occur in discrete intervals equal to the cell period. Hence small jitter effects
from the SONET layer can be aggregated into a probabilistic jitter function with a magnitude of 1 cell period.
At OC-3c rates, one cell period is approximatgl$.3

Annex A3.2.2 AAL-5 PDU stream to/from ATM
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Figure A-8 AAL-5 PDU Stream to/from ATM

When theAAL-5 PDU is available, it is segmented into ATM cells with constaelay,and multiplexed
with other cells orthe same physical interface. The jitter on #4#&_-5 PDU when reassembled at the
receiving end depends on the Ciétweenthe AAL-5 PDU senderand receiver. The actual PDU
interarrival time adds th€DV values fronthe last cell of the curremind previous PDU tahe nominal
PDU interarrival time. For &BR cell stream, the CDV will béessthan orequal to x msec, tsome
guantile, as derived frorthe celldelaydistribution function. Then, thdelay distribution on the PDU
interarrival time will be equal to theonvolution ofthe celldelaydistribution with itself. Thevalue for X,
and the method to derive it, are for further study.

Annex A3.2.3 MPEG-2 Transport Stream to/from AAL-5 PDU Stream

The delay to accumulate TS packets into an AAL-5 PDU is constant, and depends on the number of
packets per PDU and the packet rate:

PDU Accum. Delay = (# packets/PDU)/(Packet rate)

For a 6 Mbps packet rate, and the assumption of two TS packets per PDU, the PDU delay is 501.34
microseconds.

Dis-accumulating the Tgackets fromthe AAL-5 PDU causesll the packets to becomavailable at the

same time, producing a maximum jitter on theckets equal tthe PDU accumulation delay as shown
above.

Annex A4 Jitter Accumulation from Connections in a Trail

In an end to end service delivery multiple connections can be made at the different layers. The effect on the jitter
of such connections may be different in each layer. In some cases, the sequential connections within a layer can
accumulate jitter.
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Annex A.4.1 SONET connections

The nature of SONET connections preserves the Synchronous Payload Envelope (SPE) timing at the source rate.
Within specified limits, the timing jitter and frequency deviations of interme@&NET connections are
essentially eliminated by t®ONET pointer mechanisms. The desynchronizer buffers associated with SONET
pointer mechanism can reduce the jitter to less than 1 bit period in magnitude ( < 7 nS at OC-3 rates). There is
transmission delay, but no significant increase in delay variation. The result is that jitter present in the SPE at
the source is essentially transferred to the sink at the termination of the SONET SPE.

Annex A.4.2 ATM connections

Cell level multiplexing and cross connection functions would occur (at the ATM VC level CTPs) in arbitrary
networks with ATM level cross-connections. Cell level multiplexing in an arbitrary ATM network introduces a
jitter or Cell Delay Variation (CDV) into the cells of the VC carrying the time critical information. This CDV is
constrained per switch by various specifications

Various approaches could be taken to characterizing the jitter distribution of an arbitrary network of ATM
switches. One approach is to simply add the worst case CDV ofcttessire switches in the ATM network. A

more sophisticated approach requires describing the CDV at each switch as a probability density function (pdf).
The cumulative effect of successive switches is the described by the convolution of these individual pdfs. Both
mechanisms require a specific number of switches to be considered. ATM BISDN standards are international in
scope. Hence we must consider enough switches for international public network connections. However, for
service definition across an arbitrary public network, some aggregate specification must simply be assumed for
the CDV.

A CDV accumulation mechanism is required foe QoS negotiationandservice assurancggnaling in
the switched network. Convolution is a computationally intensive prategsisunsuitable forthe real -
time processing demands of a CDV accumulation algorilsed forthe signaling algorithms. Simple
addition of the individuaspecification for CDV generatedithin a specific switch is likely to lead to a
significant overestimate d¢he actual CDV generated within the switch network. The ATM FdBlU@i
specification version 1.firoposes avn estimator for accumulatinghe CDV generated end to end by a
network.

The role of CDVerance SPecifications at NPC locatiomsd othertraffic shaping functionshat may be
performed by the network require further study.

The accumulation algorithms for the QoS parameters will be specified in the ATM Forum Traffic Management
Specification 4.0.

A maximum peak-to-peak CDV of 1mS (mpl0'% across the ATM layer is commonly assumed. This
assumption is based on the DS-3 circuit emulation jitter absorption delay buffer size specified by "Bellcore
Other assumptions are equally possible.

Annex A.4.3 AAL-5 PDU Connections

In an ATM network, connections are performed at the ATM layer, not at the AAL-5 layer. Other types of
networks, and some IWUs may perform connections at the AAL-5 layer. Such connections may introduce
additional jitter terms. These aspects are beyond the scope of this IA.
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Annex A.4.4 MPEG Transport Stream Connections

In thedelivery ofthe VoD servicetheremay be some elementisat perform operations on tHdPEG-2
SPTS directly , (e.g. splicing operations etc.) If such operatiomperformed in real time on a SPTS,
then additional jitter terms may be introduced. These aspects are beyond the scope of this IA

Annex A.4.5 End to End Jitter Budgets

The aggregate jitter expected for a particular implementation can be calculated by identifying and combining the
individual jitter terms associated with the layer adaptation functions and layer cross-connection functions.

The jitter tolerance of the MPEG-2 transport Stredetoder isnot clearly specified in ISO/IEC
International Standard 13818-1. It is clear from the MPESys?em modethat there arélifferentdefects
that can resulfrom jitter on the MPEG-2 Transport Stream, depending on thetldatasjittered. As a
simple approach, we can consider two basic jitter tolerance figures. One for TS packeitsing general
data. The jitter consequence here is overflow or underflow of the decoder’s buffers.

A second jitter tolerance can be associated with the TS packets containing MPEG-2PCRs. A MPEG-2PCR
is a timestamp used to recovtle MPEGsystem clock forthe decoder. The system clock recovery
function of thedecodercan beconsidered a type d?haselLocked Loop (PLL). The parameters dghat

PLL will determine the capture rangad tracking range that can pevided. Jitter on MPEG-2PCR

can be considered as an error step function int®the If the error stegxceedshe PLL tracking range,

then decoder will lose its lock on the MPEG system clock, resulting in degraded performance.

Further study may reveather jitter constraints on the MPEG-2 Transport Stream, e.g. , concerning jitter
on PTS, DTS timestamps, etc. For theposes of developing a jitter budget floe VoD service, we
need to assume a specification ttoe jitter tolerance of the MPEG-2 Stream. Toleowing is proposed
for maximum peak to peak jitter for MPEG-2 Transport Stream Packets:

o without MPEG-2PCRs............cuvvvennnnn. X mS

e With MPEG-2PCRS.......ccviiiieviiiiiieeeeans mS, (where ¥ x)
The values for x and y are currently for further study. If y > x, the decoder PLL can track jitter deviations
of greater magnitudthanits buffersand aseparate specification is not necessngvious contributions
have identified 1mS of CDV acros$se ATM network. Thisdentifies aminimum. Aggregating other
jitter terms will increase the required jitter tolerance. The MPEG-2 standards do not norniativedy
the jitter tolerance.

MPEG standards mentibn4msS being intended as the maximum amount of jeétgrected in a well
behaved systemThis figure is related to the multiplexing of multiple Transport Streamd is not
directly relevant to the end-to-end jitter budget discussion.

........ ITU-T Recommendation G.803, “Digital Networks -
Architectures of Transport Networks Based on the

. synchronous Digital Hierarchy (SDH)”, 03/93.

R ATM Forum “User-Network Interface Specification”,

version 3.0 Prentice Hall September 1993.

R Bellcore TA-NWT-001110 “Broadband ISDN Switching System

Generic Requirements”, Issue 2 August 31, 1993, Table

_ 5.8 pg 60.

Yo Bellcore TA-NWT-001110 “Broadband ISDN Switching System
Generic Requirements” Issue 2 August 31,1993, table
5.12 pg 62.

! ISO/IEC 13818-1 | ITU-T Rec. H.222.0 “Information Technology - Generic Coding of Moving Pictures
and Associated Audio - Part 1: Systems” Annex D .
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Annex B Example Networks [Informative]

Annex B.1 Telco Hybrid Fiber Coax Networks

ATM may be terminated in the video node (A type of IWU) or the STT/PC for the hybrid fiber coax network
shown in Figure B-1.

Video
Information Level 1 Client
Providers Gateway .
Equipment
Remote @
Terminal —‘J
ATM
\ﬁc_ieo SONET HDT
Switch
servers
Analog/Digital
Video
— Real time Content
Gateway

Figure B-1 Hybrid Fiber Coax Network VoD Example
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Annex B.2 Digital Baseband Networks
ATM is terminated in the STT for the digital baseband network reference configuration shown in Figure B-2.
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Figure B-2 Digital Baseband Network VoD Example
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Annex B.3 Telecommunications Network Example

The VoD network example shown ifrigure B-3 presentswo types of accessetwork, namely an
Asymmetrical Digital Subscribetoop (ADSL) overexisting coppelpairs and diber passive optical
network (PON). Both carry broadbaadd narrowbantraffic, i.e., Plain Old Telephon8ervice (POTS)
and VoD.

For the optical network, the ATM transmission may terminate at the PON head end (H/E), the optical
networkunit (ONU), or inthe set togerminal. Wherea$or copper distributionthe ATM transmission
may terminate at théDSL exchangeunit (EU), the ADSL remoteunit (RU) or inthe STT ( or PC or
IWU).

The core network is based on a number of ATM switchdse session controller/ ATM connection
controller (LLGW) is likely to be implementetsing the functionality of the intelligent network (IN), i.e.,
the service control point (SCP) and the intelligent peripheral (IP).

PON
Session Control /
. [ONU
ATM Connectior]  |psTN  |_|poN \
Control switch | [H/E Sl
Server
Control ADM
ADM
ADM
Application / /m
continuous PSTN - 'éBSL ADSL
Media Server switch copper [RU \
pair STT

Figure B-3 Telecommunications Network Example

For a given sessiothe end user can ‘direct dial’ the destinatMoD server, ifknown. However, it is

more likelythat theuser will choose to be connectéltrough to a.1GW which will provide navigation
facilities, specifically a choice of service providers (SPs) to wtiielhuser subscribes @manaccess. SPs

can bebrokers whomight offer information as theébest server to choose for a given movie but don't
actually offer movies themselves, or the end SP who offers detailed navigation and content, i.e., movies.

The L1GW ‘connects'the user to the server contr@2GW) of the chosen SP, eithdirectly by setting

up the connection or by telling either the user (or SP) the address of the party to call. Similarly a SP acting
as a broker carfforward’ the address of a user to the chosen destination server. The server control
provides detailed navigation assistance to the user.

Two types of server are indicated, namely application servers and continuous media servers (CMS) both of
which could be integrateihto a single’box’ with a single network address or be separate. Application
servers tend to be general purpose computers, whereas CMS tendntasdieelyparallel computing
platforms.
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The concepts of sessioand connection need to be understood. A session exists tfienime the user
pushes thégo’ button to request service. At any given time, a given sessonutilizeany number of
connections (or even zero connectiol®)me entityhas to manage theession, i.e., theessiommanager.
The session manager could reside in the STB, in the LLGW or with the SP(s).

Annex B.4 Hybrid Fiber/Coax Cable TV Networks

Cable TV networks may be used as part ofddlevery network fothe VoD Service.Figure B-4 provides
an example network architecture of the type currently planned by various cable TV network operators.

Terrestrial Interoperability to other networks
ATM orSONET/ATM

Advanced television, video routing/ switch, PCS

! X Competitive  Access
switch, video storage, network management, Provider/Cable
compression, advertisement insertion, advanced T / Consortium/3rd party

program guide, telephony,high speed data ] Provider Facilities using
Regional SONET and/or ATM

Hub

’ . ) Fib
Metropolitan High Density et

Network Architecture N_V
Multimedia Transport

Local

Shared or Single owner by e et

MSO or 3rd party provider

. 500,000 Wocal
homes Headend .
MSO #1 passed oca <1
—>| Headend 2
~ Logical Ring
2,000 [/\1 ) y
Fib homes H H - Fiber
iber
- passed V) U MSO #2
125 Diverse Routing/
homes Redundancy
passed MSO #3
A No amplifiers
1 No line extenders
Low Noise
Amplifier Displays TV/VCR/Laser Players to drive increased number of sets

Figure B-4 Cable TV Network Example

Cable television HFGarchitecture often includethe implementation of the regional habncept. A
regional hub is a centralized facility that utilizes a rich network topology to interconnect hetuseraie
located in a common geograptdcea. Thistopology mayinterconnect a single cable operatarentral
headends or the headends from any number of MulBptemOperator’'s (MSQO’s) in adjacent serving
areas. The regional hub can provide an access point to other netwwdressommon centralized platform
for deployment of advanced services.

Fiber optic cablespan from the local headendsfiber hubsthat aregeographically centered among
approximately 2,000 passed. These hided fiber nodeghat serve about 125 homes passed. The
connections betweeihe local headendé§iber hubs fiber nodeand hub-to-hub interconnections provide
virtual ring capability and physical routing diversity.

Currently, about 14% dhetypical HFC network consists dfunk, withlocal distribution accounting for

36% of the network and 50% of the network is deployed in the droptriihk isfiber optic cableand the
remainder of the infrastructure is coaxial.
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Annex C  AMS QoS Parameters [Informative]

Annex C1 AMS Control Plane QoS Parameters for VoD

SAA-AMS expects the following parameter to be of interest for evaluating the performance of VoD
applications:

. Latency for ATM Connection Establishment/Release  This includes the time for
the Setup message to be sent from a client (e.g., STT/PC) to the N&Mork,and the
time for thatconnection control function to establish or release a connection or session
in that ATM network. Specific valuesare implementation dependent. Information
concerning this performancaspect may be provided ke service provider , if
necessary.

Annex C2 AMS User Plane Quality of Service Parameters

Two Quality of Service (QoSparameters are identifieithat can beused to capturéhe accuracy and
dependability aspects of AMS services. These AMS Qa@meters ardefined fromthe AMS service
users’ perspectives. There is a given relationdiepveen these user-oriented service specific QoS
parameters and theetwork-oriented service independent ATM lay@oS parameters - thigllows an
appropriate ATM layer connection to be established in order to be able to dieésmrvice. Annex C
describesthe relationshipbetweenthe two AMS QoS parameters and theelevant ATM layer QoS
parameters.

For AMS servicesthe effect ofeither a single error or a burst erroreisentiallythe same if the error is
confined within a single celblock of consecutive cells associatadith a given ATM connection.
Therefore, thawo AMS QoSparameters, Errored Celllock Rateand Maximum ErrorecCell Block
Count, aredefined in terms of celblocks. Inthis document, &ell block is defined as a sequence of cells
transmittedconsecutively on a given ATM connectiorhis should not beonfusedwith the term‘cell
block’ as used bj4]. Cell blocksare non-intersecting arabntiguouswithin a VC. Areceived celblock

is an Errored CelBlock if one or moreerrored cells, lost cells, or mis-inserted celte observed irthat
received cell block. For AMS services, cell block sizapplication dependent; however, a ddtick can

be at most 1536 cells in length.

Annex C.2.1 Errored Cell Block Rate (ECBR)

Errored Cell Block Rate , ECBR, is defined as:
ECBR=N /-ECBR
WhereN is the total number of errored célbcks observeduring aspecifiedtime intervalTgcgr.. The

value of Tecgr is for further study. The value of ECBR can rangdrom at least onceer second to more
than once per 2 hours.

Annex C.2.2 Maximum Errored Cell Block Count (MECBC)
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Maximum Errored CelBlock Count ,MECBC is defined athe maximum number of errored cblbcks
observed in any time interval of a specified lenftithe commitment associated witlis QoSparameter
in general is a statistical commitmetiat is, theobservednumber of errored ceblocks in anytime
interval of specified lengtfi will be lessthanMECBCwith a probability of 1-18. Thevalues ofT anda
are for further study.

Annex C3 AMS QoS Parameters in Relation to ATM Layer QoS Parameters

This annexdescribes howhe two AMS accuracy/dependability Qg&rameters can be approximated by

the corresponding ATMayer accuracy/dependability Qgfarameters. The detailed definition of a
complete list of ATM layer Qoparameters can Beund in ITU-T Recommendation 1.3%hd the ATM

Forum Traffic Management 4.0 Specification. The following symbols are used in showing the relationship
betweenthe two AMS accuracy/dependability Qofarameters and theorresponding ATMLayer
accuracy/dependability QoS parameters.

ECBR.............] the Errored Cell Block Rate in cell blocks per second,

MECBC............. the Maximum Errored Cell Block Count observed in any time interval T,
| the average number of cells per cell block,

[ e e e the average cell rate in cells per second of the ATM connection,
P the probability of a cell block being an errored cell block,
CLR..ccooriee the Cell Loss Ratio, an ATM Layer QoS parameter,

CER.......evvvee. the Cell Error Ratio, an ATM Layer QoS parameter,

CMR.....cccvvr. the Cell Mis-insertion Rate in cells/second B Layer QoS parameter,
SECBR............. the Severely Errored Cell Block Ratio, an ATM Layer QoS parameter

SinceCER, CLR andSECBRall represent ratios afifferent sources of cefirror to (approximately) the
total number of cells transmittethey can be aggregated to approximate the ratio of erroeiclock
outcomes tdotal cells transmitted (excluding mis-inserted cells). TheretheeAMS QoS parameter ,
ECBR can be approximated by ATM Layer QoS parameters as follows:

ECBR =rx (CER +CLR + SECBR) + CMR

The probability that nomorethan MECBC errored celblocksare observedduring any time intervall is
given by

MECBCM [ . _
D

whereM is the average number of cell blocks (truncated to an integer value) sent on the given ATM
connection during any time intervg) i.e.,

rxT0O

M=gs 8

The statistical commitment tdECBCis captured by the parameteras described in the following
equation,
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-, MECBCDM : .
10° = 1- ZO Hi ﬁvb(l— R)"

Py, the probability of an errored cell block , can be approximated by dividing the average number of
errored cell blocks observed in time interVaby the average number of blocks sent in the same time
interval, that is

_ECBRx T

P
b M
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Annex D Cell Delay Variation Tolerance [Informative]

When several VCaire multiplexed together, by the Server, into a multiple VC ATM Cell stream for
transportover asingle physical UNIthere may be some CelDelay Variation introduced by the
multiplexing process.The ATM network caraccommodate some Cdlelay Variation by selecting an
appropriate value of for the CR\Manceparameter of the UPC/NPC function.

The CDVjerancep@rameter value is specified by the network operator. ThedeR¥.parameter value is
not a negotiable (signaled) parameter. The GRM. parameter value is statior the duration of the
call. The network operatomay choose tanaintain the CDVjeance parameter value as statior a
particular interface ( e.g. based on the line rate) , or for a particular service.

If considerable information is available abthe architecture of the Serverniay be possible to develop
a queuing model that describes the CDV that can be expected to be generated. It is not practical to do this
for a large number of different server architectures.

A simpler approach making suitable assumptimnghe server configuration is required. Fodedicated
video server, it may be reasonable to assume that the VCs are all b&®® waffic characteristics. The
bandwidth allocated for other traffic types is assumed negligible.

The worst case is likely to occur whalh of theVCs destined for one specific physitill arrive at the
Server's VC multiplexing function at the same timen WCsare to be multiplexed togethéhen aburst

of n cells may be generated ( one per VC). If there is a random sequencing of VCs in the cilehuast
specific cell may suffer a cell delasariation ofn-1 cell periods at the lineate. Careful design of the
scheduling functions associated with the server VC multiplexer should be able to reduce this considerably.

Other CDV generating effects besides VC multiplexing should also be considered. systematiiegtser
from the physicalayer overheadcan be approximated asCDV of one cell period (or less) #ie line
rate. Similarly support of OAM cells etc. may also introduce an additional 1 cell CDV.

Hence for a physical UNgarrying an ATM multiplex with 8BR VCs , a worst case CDV of 7 cell
periods at the line rate is a reasonable estimatdoi.@. VCs, usen+1 cell periods (line rate) as the
CDVyierance parameter value. For a group@BR VCs with the same Shapeate (Peak Cell Rate), the
burst ofn VCs should be leshan 1/Peak Cell Rate i.dack to back cellare notexpected irthis shaped
traffic stream. Table 1 provides exampleshaf delaythat could be introduced by clumping groups of
cells at different ATM cell rates.

Line Rate (cdlls /sed) AIMCH Rete | CHl Pericd 5CH Raiods |10 GHl Peviods| 20 GAl Periods | 50 Gl Periods
cdls/ec S S S S S
DS3Line Rate (PLCP D) 96000 1042 20 10417 2833 5083
DS3Line Rate (HECng0inD) 104263 959 4795 B 191.81 4P53
CCXlirerae st200 283 1416 2831 %63 141.5%
ClXlirerate 1416900 071 353 706 1412 30

Table 1 Examples of n Cell Periods at line rate

Consider the following examples:

1)

DS-3 (HEC mapping) interface:

n=7VCs

ATM Forum Technical Committee
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CDViglerance= (N+1) * 9.59 uS= 76.72uS

2) A server is expected to generate a maximum of 19 VCs with Peak Cell Rate of 7.5Mb/s each on
an OC-3c interface:
n=19

CDVilerance= (N+1) * 2.83 uS= 56.6uS

Note that these are just examples to assist a network operator in choosing appropriate values. The
network operator should also consider the potential tradeoff betweep&Rvand link utilization. As

the CDV tolerance increases, the link utilization will decrease ( for the same CLR). These guidelines are
for the UNI from the Server. Other UNIs with different traffic mixes may require a different approach.

The network operator may also wish to consider other aspects ( e.g. equipment limitations, administrative
convenience etc.) in selecting appropriate values to offer. Bellcore’s GR-1110-CORE (Issue 1, September
1994, Table 6-2, page 6-10) specifies a set of specificfeld¥cvalues that Bellcore deemed appropriate

for administering the UPC function in a Broadband Switching System.
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Annex E Proxy Signaling Capability [Informative]

[Note: The proxy signaling capability description is derived from &EM Forum
Signaling 4.0 specification. In the event of discrepancies in the description of the
functions, the ATMForum Signaling 4.0 specification should be considered as
definitive.]

The proxy signaling capability is described the Annex 2 ofthe 4.0 ATM Forum
Signaling 4.0 Specification .

Annex E1 Facility Description

Proxy signaling is an optional capability footh the network and the us&his capability,

when supported, requires prior agreeméaiy., subscription) between the user and the
network. Proxy signaling allows a user called the Proxy Signaling Agent (PSA) to perform
signaling for one or more users that do not support signaling.

Within a VoD service environmerthe proxysignaling call model iperformed with the
ATM Connection Controllebeingthe PSA (refer to sectio8). The ATM Connection
Controller/PSA is acting obehalf ofboth the Client and/or the Server. The PSA not
being connected to theame switch ashe one the user it is acting for gsialified as
remote proxy signaling agent.

In thefollowing only the case where neither the Semer the dient supportsignaling is
described. The case where either the Server or the Glippbrtsignalingcan beeasily
deduced.

Annex E2 Provisioning

The ATM Connection Controller/PSA must provision one or nsgaalingVCs and (if
needed) an ILMI VC to each of the switches where there are UNIs controlled by the ATM
Connection Controller/PSA. The ATM switch tevhich the ATM Connection
Controller/PSA is directlgonnected wiltreatthese VCs as PVCs and neeat beaware

of the intended use.
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Session Control

ATM Connection Control
/ PSA
' ATM Switch # 3

- UNI k
provisioned .

signaling VC N & ATM Switch #2
* ATM Switch #1/§ o) .

. S Client (e.g. STT/PC)
ATM Network or WU

Server

Video connection ( Interface 2) established by
ATM Connection Controller (PSA)

* Signaling endpoint is ATM Switch #1
% Signaling endpoint is ATM Switch #2

Figure E-1 Proxy Signaling Example

Annex E 3 Interfaces

« The provisionedsignalingVVCs from the ATM Connection Controller terminates on
the ATM switch where the liént / Server is located. Thevery switch which has a
user(Client or Server) under the control of an ATM Connection Controller/P&At
support the ATM Forum Signaling 4.0 specification.

« The Client and the Server have a UBND (orhigher) interface witlthe ATM network
which has no signaling VC.

Annex E4 Procedure

At subscription timehe controlledClient(s) and Server(s) should provithes following
information for each signaling VC:
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« The list of directory numberdhat are routed to th&TM Connection
Controller/PSA over the signaling VC.
(Information provided to the ATM switch on which the Clients and Servers
are located)

« A mapping of VPCI values to a specific UNI and VPI combinatioretarh
VP controlled by the ATM Connection Controller/PSA ovesignaling
VC.

(Information provided to the ATM Connection Controller/PSA)

« The VPIland VCI for thesignaling VCand of the associated ILMI VC (if
present).

The switches where theients and serverare directly connected mussupport ATM
Forum Signaling 4.0 (non associated signaling).

Annex E5 Message flow

Assuming that neither the VIP nor the C1...Cn end users have signaling capability, a call
established by the VIP to the end user would require the following set of message
exchanges.

Annex E.5.1 Call/Connection at the originating interface

The ATM Connection Manager/PSA sends over the signaling VC which corresponds to
the Server a SETUP message with the address of the Client in the called user address IE,
the VIP VPCI and possibly VCI in the connection identifier IE.

The ATM switch to which the Server is connected will send back:
+ a CALL PROCEEDING or a CONNECT message specifying the VCI and
confirming the VPCI or confirming both VPCI/VCI
or
+ a RELEASE COMPLETE message denying the availability of the
requested VPCI/VCI.

For more detail please refer to 85.1.2.2/Q.2931.

Annex E.5.2 Call/Connection at the destination interface

On an incoming callpffered to the ATM Connection Controller, the ATM network can
only specify one of the following two options:
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Option 1:
Only case a)<< ExclusiveVPCI, any VCI >> AND case c)<< No indication>> of

85.2.3.2/Q.2931 shall be used.

Option 2:
Only case ck< No indication is included> of 85.2.3.2/ Q.2931 shall be used.

In the incoming call offering sidethe node towhich the dient is connectedshall send
through theclient relatedsignaling VC aSETUPmessage witlthe Client address as the
calleduser address and axplicit VPCI (option (a) 85.2.3.2/Q.2931) or monnection
identifier (option (c) 85.2.3.2/Q.2931). In tHiest message sent back tiee network, the
ATM connection Controller/PSA shall specify the connection identifier to be used.

Annex E.5.3 Message Sequence Chart

In the following diagram a message is given only two IEs (for simplicity) : the called user
address and the connection identifier.
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ACC Nserver NClient
I I
SETUR@Client, VPC}/VCl,,") | |
------------------------------------ > | |
CALL PROCEERvPCI/VCI,) | |
S | |SETUR@Client, VPCL)
| R — >
| |CALL PROCEEDINGVPCIZVCIy)
| R
I I
| |[CONNECT
| R
| |[CONNECT ACKNOWLEDGE
CONNECT | [-=-mmmmm e s >
N — | |
CONNECT ACKNOWLEDGE| |
-------------------------------------- > | |
ACC = ATM Connection Controller
NServer = network node to which the server (VIP) is connected
NClient= network node to which the client is connected
VPCI/VCI* = Option a) or b) of 85.1.2.4.2/Q.2931 is used
VPCI™ = Option a) or c) If option c) is used no connection identifier IE is sent by

network. A connection identifier IE with the VPCI/VCI of the End User will be se
by the first message in response to the SETUP message sent by the Connectig

Manager.
CALL PROCEEDING is an optional message in both directions.

ACC

y the
nt
n
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Annex F Table of VoD Service Attributes  [Informative]

The attributes of th¥ideo on Demand Serviaggan be summarized using the tabular fordescribed in
[.211 and F.722.

| SERVICE ATTRIBUTES IVALUES OF ATTRIBUTES

1. Information Transfer Capability, Service
Components (SC)

1.1 Mandatory Service Components SC no. 1 High Quality Video
SC no. 2 High Quality Audid

1.2 Optional Service Components S@o. 3 to n UnrestrictedDigital
Information?

2. Information Transfer Mode ATM

2.1 Connection Mode Connection Oriented

2.2 Traffic Type (Service Specific) SC no. 1&2 : CBR

SC no. 3-n: implementation specific
2.3 Timing end-to-end (Service Specific) SC no. 1&2: required
SC no. 3-n: not required
3. Information Transfer Rate(service| SC no. 1&2: Peak Cell Rate (CBR)

specific) SC no 3-n: implementation specific

4. Structure (service specific) SC no: 1&tltiplexed asMIPEG-2Single
Program Transport Streamia AAL-5 in
one VC.
SC no. 3-n : implementation specific

5. Establishment of Communication demand, reserved

6. Symmetry SC no. 1&2: unidirectional
SC 3-n: unidirectional, bidirectional
symmetric

7. Communication configuration point-to-point

Access Attributes
8. Access Channels and rates

8.1 for user information VC no. 1: SC no. 1&2
VC no. 3-n: SC no. 3-n
8.2 for signaling signaling VC

9. Access protocols
9.1 Signaling accessprotocol - physical| ATM Forum Signaling 4.0
layer
9.2 signaling access protocol - ATM layel ATM Forum Signaling 4.0
9.3 signaling access protocol ATM Forum Signaling 4.0

2 Service components SC1 and SC2 are multiplexed as MPEG-2 SPTS. An MPEG-2 SPTS may also
contain Private Data. In this case, MPEG-2 Private Data could be considered a unidirectional instance of
SC 3.
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| SERVICE ATTRIBUTES IVALUES OF ATTRIBUTES |

9.4 signaling accessprotocol - layer 3| ATM Forum Signaling 4.0
above AAL
9.5 information accessrotocols - PHY]| for further study
layer
9.6 Information Accessprotocols - ATM| 1.150, 1.361
layer
9.7 Information Access Protocols - AAL AAL-5
GENERAL ATTRIBUTES

10 Supplementary Services for further study

11 Quality of Service ( service Specific) for further study

12 Interworking capabilities withother video retrieval services (for
further study)

13. Operational and Commercial aspects for further study
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Annex G Interim Connection Management Arrangements Prior to
ATM Forum Signaling 4.0 Specification [Informative]

Annex G1 First Party Interim Signaling Arrangements

To use UNI3.1for 1st Party Connection Setup for Video-on-Demahd,signaling parameters should be
set in accordance with section 8 (ATM Signaling Setup Information Elements) but with the following
simplifying assumptions concerning the Broadbaod Layer Information (B-LLI) and theQuality of
Service Parameter.

1) For the Broadband Highé&ayer Information element, since Phaseidly supportsCBR MPEG-2
VOD, the proposed terminal protocol multiplexing scheme parameters will always be set to:
* Terminal Protocol = H.310 ROT & SOT
» Forward Multiplexing Capability = TS
» Backward Multiplexing Capability = no multiplexing

2) Since the terminand multiplexingoperation is already known, tieHLI doesnot need to signal
this information. Instead, thB-HLI shall contain the Byte DSM-CC session/resource ID (as defined in
Annex D of [B]) by setting the high layer information type to “user specific”

3) For theQuality of ServiceParameteruse QoSClass 1, 2, 3, or 4 in accordance with whatr
network provider has defined for carrying VOD services.

Annex G2 Proxy Signaling Interim Arrangements

Prior to the availability of ATM Forum Signaling 4 fixoxy signaling can be implemented by using the
existing text in the current ATM Forum Signaling 4.0 draftppaxy signaling. This isconsidered a
complete and self contained specificationhaf proxy signaling capability. It requires these of existing
procedures defined by ITU-T intheir Recommendation Q.2931.

ATM Forum UNI 3.1 mandates tha&TM connection resources (e.g. VPI/VGlje assignednly by the
network. This limitatiordoesnot exist in  ATM Forum Signaling 4.0, sinceaitows either the user or
the network to assign these parametBrexy signaling requires VC negotiatiazapability which
enablesthe Proxy Signaling Agent(PSA) , a user ofthe ATM network , to seltthe interface and
VPI/VCI for an incoming or outgoing call to usthe ITU-T recommendation Q.2931 supports VC
negotiation capabilityandhence, can be used, in timerim, inplace of the ATM Forum Signaling 4.0
specification.

Annex G3 Third Party Interim PVC Arrangements

Where SVC capability is not available, the client to server connection may be a PVC, provided that PVCs with
acceptably low latency can be configured dynamically between the end-user and the server. In this case, the
dynamic configuration of PVCs takes place using management plane procedures.
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