


.

The ATM Forum
Technical Committee

Audiovisual Multimedia
Services :Video on Demand

Specification 1.1

af-saa-0049.001

March, 1997



VoD Specification 1.1 af-saa-0049.001

(C) 1997 The ATM Forum. All Rights Reserved. No part of this publication may be
reproduced in any form or by any means.

Theinformation in this publication is believed to be accurate as of its publication date. Such
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any errors. The ATM Forum does not assume any responsibility to update or correct any
information in this publication. Notwithstanding anything to the contrary, neither The ATM
Forum nor the publisher make any representation or warranty, expressed or implied,
concerning the compl eteness, accuracy, or applicability of any information contained in this
publication. No liability of any kind shall be assumed by The ATM Forum or the publisher
as aresult of reliance upon any information contained in this publication.

Thereceipt or any use of this document or its contents does not in any way create by
implication or otherwise:

» Any expressor implied license or right to or under any ATM Forum member company’s
patent, copyright, trademark or trade secret rights which are or may be associated with the
ideas, techniques, concepts or expressions contained herein; nor

* Any warranty or representation that any ATM Forum member companies will announce
any product(s) and/or service(s) related thereto, or if such announcements are made, that
such announced product(s) and/or service(s) embody any or all of the ideas, technologies,
or concepts contained herein; nor

» Any form of relationship between any ATM Forum member companies and the recipient
or user of this document.

Implementation or use of specific ATM standards or recommendationsand ATM Forum
specifications will be voluntary, and no company shall agree or be obliged to implement
them by virtue of participation inthe ATM Forum.

The ATM Forum is anon-profit international organization accelerating industry cooperation
on ATM technology. The ATM Forum does not, expressly or otherwise, endorse or
promote any specific products or services.
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Introduction

Purpose

This document specifies the ATM Forum’s Implementation Agreement for the carriage of
audio, video, and dataover ATM in support of Audio-visual Multimedia Services (AMS).

Scope
This Implementation Agreement addresses the carriage of MPEG-2 bit streams over ATM.

Phase 1 of this specification specifically addresses the requirements of Video on Demand
using Constant Packet Rate (CPR) MPEG-2 Single Program Transport ~ Streams (1SO/
|IEC 13818-1).

Phase 1 specifies:
e AAL requirements.
* the encapsulation of MPEG-2 Transport Streamsinto AAL-5 PDUs,
* the ATM signaling and ATM connection control requirements.
* thetraffic characteristics.
¢ the Quality of Service characteristics.

The service profiles provide information on:
* Reference modelsfor the service
* Parameter valuesfor the carriage mechanism for the provision of the service.

This phase 1 specification will provide informational materid on Service Profiles, i.e.,
VoD in phase 1. Later phases may include other retrieval services, conversationa
services, and high-quality broadcast.

Document Organization

Section 1 provides introductory material on scope, purpose, terminology and references.
Section 2 provides information about the Video on Demand service. Section 3 provides
information about the Video on Demand service configuration and scenarios expected.
Section 4 specifies the System Structure / Protocol Reference Model. Section 5 specifies
the Network Adaptation. Section 6 specifies the traffic parameters used . Section 7
specifies the QoS parameters used. Section 8 provides information and specifications on
connection control. Section 9 provides information concerning session control.

Informative Annexes are provided on jitter, example networks, relaing AMS QoS
parameters to ATM layer QoS parameters, Cell Delay Variation Tolerance, proxy signaling
capability , VoD service attributes and interim signaling arrangements.

Each following section of the document (after section 1) is marked as [Informative] or

[Normative]. Compliance with this specification requires compliance with the sections
marked as [Normative].

ATM Forum Technica Committee Page 1
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Terminology

Acronyms

AAL .o ATM Adaptation Layer

ADSL ..., Asymmetric Digital Subscriber Loop
AMS ... Audio-visual Multimedia Services
ATM L Asynchronous Transfer Mode

BICI ..o, Broadband Inter-Carrier Interface
CBR....otiiiieiiieeeee Constant Bit Rate
CDV..oiiiiiiiiiiiiieieei Cell Delay Variation
CER....ooiii Cdll Error Rate
CLR..oi Cell Loss Ratio
CMISE.....cooiiiin Common Management Information Service Element
CPCS....iiiiieis Common Part Convergence Sublayer
CPR....ii Constant Packet Rate

CTD . Cdll Transfer Delay
DSM-CC....ccvvvviieein. Digital Storage Media Command and Control
DSM-CCU-N................ DSM-CC User to Network
DSM-CCU-U................ DSM-CC User to User
ECBR.....ccooiiiiieeen, Errored Cell Block Rate

FTTC .o, Fiber To The Curb

FTTH oo, Fiber To The House

GCRA ... Generic Cell Rate Algorithm

[E e, Information Element(s)

ILMI Inteim Lo Manegement Interface
IWU ..o Inte Working Unit

HDT o, Headend Distribution Temind

HFC ., Hybrid Fibe/Coax

LEC. .o, L ocd Exchange Carier
MECBC........ccoccvuveenn Maximum Errored Cdl Block Count
MPEG ..o, Moving Pictures Experts Group
MPEG2-PCR................. MPEG-2 Program Clock Reference
NPC ..o, Network Parameter Contrd
NSAP....coiiiiieenn, Network Sewvice Access Point
NVOD......ooviiiiiiiiinaenn, Near Video-on-Demand

ONU ..o Opticd Network Unit
OSl..oiiiiiiiie Open Systems Interconnedion

PC . Personal Computer

PCl .o, Protocol Control Information
PCR...ootiiiiiiiii e Peak Cell Rate

ATM Forum Technica Committee Page 2
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PDU ..o Protocol DataUnit

PDV ..o, PDU Dday Vaiaion

PES ..., Packetized Elementary Stream

PS Program Stream

PSA ..o, Proxy Signaling Agent
QOS..cii, Qudlity of Servie

ROT oo, Recave Only Termind

SAAL .o, Signaling ATM Adaptation Layer
SAP .. Service Access Point

SAR ..ot Segmentation And Reassembly
SCaii Service Component

SDU .o, Senvice DataUnit
SECBR......cvivieeiieeannd Sevady Erraed Cdl Blok Raio
SNMP...ooiiiiiieeiend Simpe Network M anagement Protocol
(O ] SendOnly Termind
SPTS..iieeeen, Sing e Program Trarsport Stream
SSCF ..o, Service Spedfic Convergence Fundion
SSCOP....civvievieeiieiind Servi ce Spedfic Connection Oriented Protocol
STT e, Set Top Termind

TCPNP oo Transport Control Protocol / Internet Protocol
TS Transport Stream
UDP/IP.....ccoveiecii, User Datagram Protocol / Internet Protocol
U-Noee, User to Network

UNLo e, User to Network Interface
UPC....coiiiiieieveeen, Usage Parameter Control

UU. User to User

VCiiiiiiiiieiiie e Virtual Connection

VIP i Vid® Information Provider

VOD .o Vido-on-Demand
VPCloioiiiiiiiiieec Virtuad Path Connection Identifier
VPl Virtud Path Idertifier

Definitions

MPEG-2....... ISONEC 13818-x series spedfications

af-saa-0049.001

Sesson......... association between two or more users, providing the capability to group

together the resources needed for an instance of aservice

SPTS.......... A Single Program Transport Stream is an MPEG-2 compliant transport
stream that contains a single program. Because it contains only a single
program, an SPTS is referenced to a single time base. The time base is
encoded into the SPTS using MPEG2-PCRs. An SPTS may contain
multiple e ementary streams. If the elementary streams require synchronized
presentation, they reference the single timebase provided by the common

MPEG2-PCRs.

ATM Forum Technical Committee
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Data Unit Naming Convention

The data unit naming conventions are adopted from Annex A/ 1.363 [8].

Related Documents

Normative References

[
[4
[3
[4
&
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[1
8
[9
[10
[11]
[12]

[13]
[14]
[15]

[16]
[17]

[18]
[19]

[0

ATM Forum, “ATM User-Network Interface Specification 3.0
ATM Forum, “ATM User-Network Interface Specification 3.1”
ATM Forum, “Signaling 4.0 Specification”

ATM Forum, “ Traffic Management 4.0 Specification”

ISONEC IS 13818-1 | ITU-T Recommendation H.222.0, “Information Technology -
Genaic Coding of Moving Pictures and Associated Audio - Part 1: Systems”

ITU-T Recommendation H.222.1, “Multimedia Multiplex and Synchronization for
Audiovisua communicationin ATM environments’

ITU-T Recommendation H.310, “B-ISDN Audiovisua Communications Systems
and Terminals’

ITU-T Recommendation 1.363, “B-ISDN ATM Adaptation Layer (AAL)
Specification”
ATM Forum, “Native ATM Services. Semantic Description, Version 1.0

ISO/IEC DIS 13818-6 , “Information Technology - Geneaic Coding of Moving
Pictures and Associated Audio - Part 6: MPEG-2 Digitd Storage Media - Command
and Control (DSM-CC) ”

ISONEC IS 13818-2 | ITU-T Recommendation H.262 , “Information Technology -
Genaic Coding of Moving Pictures and Associated Audio - Part2: Video”

ISONEC IS 13818-3, “Information Technology - Geneaic Coding of Moving Pictures
and Associated Audio - Part 3: Audio

ITU-T Recommendation E.164, “Numbering Plan for the ISDN Era’
ITU-T Recommendation F.722, “ Broadband Videotelephony Services’

ITU-T Recommendation 1.211, “Integrated Services Digitad Network General
Structure and Service Capabilities - B-ISDN Service Aspects’.

ITU-T Recommendation H.245, “Line Transmission of Non-Telephone Signals -
Control Protocol For Multimedia Communication”

ITU-T Recommendation Q.2931, “B-ISDN DSS2 UNI Layer 3 Specification for
Basic Call/Connection Control”

ITU-T Recommendation 1.356, “B-ISDN ATM Layer Cell Transfer Performance’

ITU-T Recommendation 1.371, “Traffic Control and Congestion Control in B-
ISDN”.

ITU-T Recommendation Q.2110, “B-ISDN ATM Adaptation Layer Service
Specific Connection Oriented protocol (SSCOP)”
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[21]

[2Z]
[23]
[24]

ITU-T Recommendation Q.2130, “B-ISDN SAAL Service Specific Co-ordination
Function for Support of Signaling at the User to Network Interface(SSCF a
UNI)”

ITU-T Recommendation X.224 “Transport Layer protocol Specification”
Digital Audio Visua Council, “DAVIC 1.0 Specification”, Revision 3.1

ISO/IEC IS 11172-3 “Information Technology-Coding of Moving Pictures and
Associated Audio for digital Storage Media at up to about 1.5Mbit/s - Part 3 Audio.
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Video-on-Demand Service Definition and Description [informative]

This spedfication is in support of the DAVIC 1.0 Spedfication [23]. This spedfication is
concerned with theinterfaces required at theedgeof the ATM Network in orde to provide the
VoD service. Thisspedfication is concerned withthe ATM aspects of thee intafaces.

Definition [Informative]

The Video-on-Danand (VoD) service is an asymmetricd service that invdves sevead
conrections VoD provides the transfer of digitaly compressed and encoded video
information froma server (typicaly avideo server), to aclient (typicaly a Set Top Termind -
STT or PC). At the destination decoder in the STT, the streams are reassembled,
uncompressal, decoded, digital to analog converted and presented at a monitor.

General Description [Informative]

Video on demand is avideo service where the end user has a pre-determined levd of control
on selection of the mataid viewed as wdl as the time of viewing. Video connections are
esteblished on demand via user-network signaling. One implication of this service is that the
video program transmission is expected to be predominantly point-to-paint from the Video
Information Provider (VIP) to the individual user. Additiona control festures that invdve
user-user signaling such as ‘redart’, ‘rewind’, ‘pause and ‘fas forward may aso be
avallable as VoD service features. Thisimplementation agreement does not address these user-
user control service aspects.

TheVoD serviceis likdy to be used for entatainment purposes to alow subscribers access to
alibrary of programs (e.g., movies) fromadigital storage medium repasitory with a point-to-
poirt connection. The poirt-to-paint conrection alows the user some control of the content
such as pause, rewind, resume, etc. Themost likdy networks over whidh these applications
will be provided are the Hybrid Fiba/Coax (HFC) network or a digita baseéband network.
Note that point-to-multipoint configurations (e.g., NVoD, staggercast etc.) are not
considered within the scope of this specification.

The VoD service provides end-to-end communication of video and audio information. This

communication will requre syndronization of the audio and video stresms within the STT.
Additionaly, MPEG-2 decoding and timebase recovery will dso be critical.

Annex F provides atable of VoD service attributes.

Video on Demand Service Configuration [informative]

ATM Forum Technica Committee Page 6
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UNI UNI'| client (eg. STT/PC)
Server 1 1 - or IWU
) Video ; .
: \ : >
< =P
5 U-U control 15
T ATM 3

--,----UNI in SVC case

3 ATM 3
Connection
Control

Session
|| |

Control

\_ Note : The boxed functions represent
logical components and not physical
network elements

Figure 1 Video on Demand Reference Configuration

Figure 1 shows therefaence configuration for the Video on Demand Service. Thefollowing
intafaces areidentified:

1
2
3
4.
5.

ATM Control Plane - User-Network Sigrding (i.e, [3])

ATM User Plare - Principd Information Flow (i.e.,, MPEG-2 SPTS)

ATM User Plarne - VoD sesson control information (e.g., DSM-CC U-N)
ATM Control Plane' - SVC proxy signdling ATM connection control (i.e, [3])
ATM User Plare - User-User control information (e.g. DSM-CC U-U)

Asthefigureisintended to be generd, the following should be taken into account:

* The ATM network may use one (or more) of severa different
technol ogies/architectures: Hybrid Fiber-Coax (HFC), Fiber to the Curb
(FTTC), Fiber to the Home (FTTH), Asymmetric Digitad Subscriber
loop (ADSL), SONET, etc.

» Sevad exanmple network configurations aredepicted in Annex B.

! Interface 4 would bein the ATM management planeif PV C connection management procedures were used
in place of the SV C connection control procedures specified in this specification. PV C procedures are not
specified in this specification.

ATM Forum Technica Committee Page 7
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* On the Client side, there may be multiple termination devices on the
customer premises.

* This phase 1 specification assumes that multiple servers and multiple
clients may be connected to the ATM network. It does not address the
jurisdictional aspects of multiple service providers (e.g., Video
Information Providers - VIPS).

* This specification recognizes that an IWU may be required to interface
between the ATM network and other non-ATM (sub) networks that
may exist between the ATM network and the end- user of the VoD
service. Such an IWU shall act as a client of the ATM Network.
Further definition of the IWU is beyond the scope of this specification.

» A specific implementation may not require al the interfaces identified in
Figure 1. Refer to section 8 concerning ATM Connection Control
options.

* Interfaces 1-5 identify separate information flows. These information
flows are mapped as separate’ VCs on the Physical UNIs at the interface
to the ATM network.

* Thefigureshowsall the ATM interfaces required for one VoD session.
Implementations of servers, clients and ATM connection and session
control functions may support multiple sessions. In some cases this may
require the support of multiple physical UNIs.

Thefollowing sections desaibe thereference configurations from the pergpectives of the user
plane, control plane and management plane.

User Plane Reference Configuration [Informative]

Interfaces 2,3, and 5 from the reference configuration are in the ATM User Plane. The
Protocol Reference Modd is described in section 4.1. The client and server VoD
architecture as applied to this reference model is described in section 4.2.

The user plane interfaces shall be compliant to [1],[2],[4] or higher level revisions of these
specifications. When ATM control plane (signaling) VCs and user plane VCs are used on
the same physica UNI, the same revision level of the user plane and control plane
specifications shall apply i.e. [3] and [4] apply when signaling VCs are used on the same
physical UNI as user plane VCs.

In some cases, physical UNIs may be provisioned that support only the user plane VCs or
the control plane VCs, but not both simultaneously. Refer to section 8.

2 In some applications, it may be feasible to combine the information flows of interface 2 and 5 into one
asymmetric, bi-directional VC. Thetraffic characteristics of such an asymmetric, bi-directional VC are
subject to further study.

ATM Forum Technica Committee Page 8
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Control Plane Reference Configuration [Informative]

Interfaces 1 and 4 from the reference configuration are in the ATM Control Plane. Table 1
provides a summary of the different types of connection options avalable to the
implementors of the VoD Service. PVC provisioning and management options are not
discussed further in this specification. Hybrid SVC/PVC connection control options are
not discussed further in this specification. ATM SVC connection control options are
specified in section 8.

Connection /Control ATM Control Plane
Type Interface (Connection
Control) (Figure 1
interfaces 1 or 4)

PVC Not Specified ( Management or
node specific procedures)
Hybrid SVC/PVC SVC Portion | [3]

PV C Portion Not Specified (
Management or
node specific
procedures)

SVC [3
Table1 Control Plane Connection Type Summary

For Phase 1 VoD service, it is expected that the Clients , Servers, ATM  conrection control
and sesson control areall served by asinge carrier network. Thus there are no inte-carrier
(BIC1) control plare intafacesrequired.

Management Plane Reference Configuration [Informative]
Management proceduresfor genadized ATM networks are discussed in othe spedfications.
TheCMISE and SNMP (ILMI) protocols havebeen selected for thecontrol of ATM networks

forinternd and externa network managers respectively. Othea groups within the ATM Forum
aredefining theMIBsto support suchfundions. ( e.g., PVC connection management ).

VoD System Structure / Protocol Reference Model [Normative]

VoD Protocol Reference Model [Normative]

ATM Forum Technica Committee Page 9
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eg., DSM-CC U-N

eg., MPEG eg., eg., DSM-CC U-U or H.245
H.262
3 3 3 User 3 3
Connection Audio Video Private to User Session
Control Daa Control Control
2
ATMF H.222.1

Signaling 4.0
Call Control

(Q.2931)

| Transport Stream Appropriate
SSCE UNI H.222.0 | ISO/IEC 13818-1 Ealo':?;glrt
(Q.2130) N
SSCOP UNI
(Q.2110) Network Adaptation
2
AALS5
(1.363)
ATM

| PHY |

Note 1. These operate over an ATM network. Other network types are not precluded, but other network

types are beyond the scope of this specification. Selection of a specific transport protocol is beyond the

scope of this specification. Examples of appropriate transport protocols for the service selection control

protocols include - TCP/IP, UDP/IP, SSCOP[20], X.224[22].

Note 2. See“Native ATM Services. Semantic Description, Version 1.0" document [9] being devel oped by
the ATM Forum SAA/API group.

Note 3. Application interoperability ( e.g. H.262 [11], DSM-CC [10], H.245[16], MPEG [12] )
is beyond the scope of this specification.

Figure 2 VoD Protocol Reference Model

The Video on Demand service requires the MPEG-2 transport stream (carried over Interface
2) to be constructed as a Single Program Transport Stream [5],[6],[7]. One SPTS shall be
mapped into one ATM VC using the AAL-5 and Network Adaptation as described in
section 5. Selection of a specific instance of program delivery corresponds to selection of a
singleATM VC.
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Figure 2 shows the VoD specification 1.0 protocol reference model. The Protocol
Reference Model appliesto al of theinterfaces identified in Figure 1. Individual interfaces
are not required to implement all of the options identified in the Protocol Reference Model.

ATM Control Plane Protocol Reference Model [Normative]

eg., DSM-CC U-N

eg., MPEG eg., eg., DSM-CC U-U or H.245
H.262
_ _ User to Session
Connection Audio Video Private User Control
Control Daa Control
ATMF H.222.1
Signaling 4.0
Call Control
(Q.2931)
| Transport Stream Appropriate
SSCE UNI H.222.0 | ISO/IEC 13818-1 géc\)rtliglrt
(Q.2130)
SSCOP UNI
(Q.2110) Network Adaptation
AAL 5
(1.363)
ATM
| PHY |

Figure 3 Control Plane Protocol Reference Model

The Interfaces 1 and 4 of the Reference Configuration ( Figure 2 ) are control plane
interfaces. These interfaces shall support the shaded protocol stack shown in Figure 3
including SSCOP [20], SSCF [21], Call Control [17] [3].

ATM User Plane Protocol Reference Model [Normative]

The Interfaces 2,3 and 5 of the Reference Configuration ( Figure 2 ) are ATM user plane
interfaces. These interfaces shall support the shaded protocol stacks shown in Figure 4.

ATM Forum Technica Committee Page 11
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eg., DSM-CC U-N

or H.245

e.g., MPEG eg., eg., DSM-CC U-U
H.262
_ _ User to Session
Connection Audio Video Private User Control
Control Daa Control
ATMF H.222.1
Signaling 4.0 1 2
Call Control
(Q.2931)
| Transport Stream Appropriate
SSCE UNI H.222.0 | ISO/IEC 13818-1 -I;rzr:zggln
(Q.2130)
SSCOP UNI
(Q.2110) Network Adaptation
AAL 5
(1.363)
ATM
PHY |

Note 1. H.222.1 network adaptation is required for Interface 2. It is optional for Interface 3

or 5.

Note 2. An appropriate transport protocol is required for Interfaces 3 and 5. This
specification does not constrain the choice of an appropriate transport protocol. It is not
required to be the same transport protocol used for interface 3 and interface 5. The transport

protocol isnot required for Interface 2.
Figure 4 User Plane Protocol Reference Model

Client-Server Architecture [Informative]
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/\ Client (e.g. STT/PC ) or IWU
C Serve ) Connection
og_ . L — YN UNI Sig4.0( | ~ Control
nn —F|s|g4.c e ~ 1
nt . -
— [ [A]|A -2 ,/ video \ 2 H2221
2
L8 e Lol (Al e[z
z 5 U-U control L |1A Al lea]|S :
| 5 } T L th g Private
~—— Data
ATM MI[5|[|val| 2
sessionl | | Trans 3 r. 0 User
control Stack 3 K | -to-
— — of L
n User
Control
Trans
3 i K |
ATM
Connection
Control
Session
Control

Note In thecaseof an IWU terminating the ATM, thelWU does not necessarily terminate the MPEG-2 SPTS
The MPEG2 SPTS may be trasported to the end user on a dffeeent medum. Such inteworking
arangements andothe meda arebeyond the scope of this spedficaion.

Figure 5 VoD Protocol Reference Model applied to Reference Configuration

Figure 5 highlightsthe essentid components of the Protocol Reference Modd necessary for
transmitting stored video acrass an ATM network. TheMPEG-2 dataflows fromafile system
through H.222.1 [6] acrass an ATM Virtud Cirauit (using AALYS) to the target system which
may be aclient system or IWU.

Theinformation (movies, commercias etc.) is stored in MPEG-2 Singe Program Transport
Stream (SPTS) formet. Since the video and audio information are aready compressed and
formetted as an MPEG-2 SPTS, no encader or multiplexer is required to be present a the
Server. The metadata associated with the MPEG-2 SPTS is implementation speafic and will
not be spedfied in detal in this spedfication. This metadata may provide information such as

* idettification that thecompressed datais CPR MPEG-2 SPTS Format
» theMPEG-2 Bit Rateor Packet Rate
» andany othea necessary QoSinfarmation

The sesson control exchange between the Client or the Server andthe Sesson Controller is
performed by an out-of-band dataexchange (i.e, in asepaate VC shown as intaface 3 in the
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refaence configuration). This dataexchange provides the ATM address and correlation ID
(i.e, DSM-CC sessonld or H.245 resource/carrelation number). The sesson control can be
implemented by mutual agreement between STT/PC vendors, sesson control vendors, and
the Server application vendors, e.g. using ISOIEC DSM-CC 13818-6 [16] ( presently in
Committee Draft Status, scheduled to become Draft Intanationd standard in November 1995
and Internationa standard in March 1996). The infarmation is used to esteblish interface 2 and
interface 5 connections between the Server and the Client. The cirauit setup is initiated by the
Server or Client.

Network Adaptation [Normative]

All equipment conformant with this specification shall support the following network
adaptation.

The MPEG-2 Single Program Transport Stream (SPTS) packets shall be mapped into the
ATM Adaptation Layer Type 5 (AAL5) with a NULL Service Specific Convergence
Sublayer.

In the mapping, one to N MPEG-2 Transport Streams (TS) packets are mapped into an
AAL5-SDU.

For Switched Virtua Circuits (SVCs), the value of N isestablished viaATM Signaling 4.0
a cdl setup using the AAL5 Maximum CPCS-SDU negotiation procedure. The AALS
Maximum CPCS-SDU size that is signaled is N*188 bytes (N being the number of TS
packets). This procedure is defined in the ATM Forum Signaling 4.0 specification. N used
to form the AAL5-SDUs shall be the Maximum CPCS-SDU Size/ 188.

For Permanent Virtual Circuits (PVCs), the default value of N istwo (Maximum CPCS-
SDU size = 376 bytes). Other values of N may be selected by bilateral agreement between
the settop user and the server vianetwork provisioning.

Furthermore, in order to insure a base level of interoperability, all equipment shall support
N = 2 (CPCS-SDU size = 376 bytes).
In summary, the mapping shall be:
1 Each AAL5-SDU shall contain (the negotiated) N MPEG-2 SPTS packets, unless
there are fewer than N packets |eft in the SPTS. In the case when there are fewer

than N packets |eft in the SPTS, the final CPCS-SDU contains all of the
remaining packets.

2 Thevalueof N isestablished viaATM signaling using N = the AAL5
CPCS-SDU size divided by 188. The default AALS5 CPCS-SDU sizeis 376
octets, which istwo TS packets (N = 2).

3 Inorder to ensure abase level of interoperability, all equipment shall support the
value N=2 (AAL5 CPCS-SDU size of 376 octets).

Base level of N=2 [Normative]
When N=2, the Network Adaptation shall be asfollows:

* ATM Adaptation Layer Type 5 (AALS5) withaNULL Service Specific
Convergence Sublayer shall be used.
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e AnAALS5PDU shall contain two TS Packets unless it contains the last TS Packet
of the SPTS.

* AnAALS5PDU shal contain one MPEG2 SPTS Packet if that MPEG-2 TS
Packet isthe last TS Packet of the SPTS.

When an AAL5 PDU contains two SPTS Packets, which have length 188 octets, the AALS
CPCS-SDU has length 376 octets. This AALS5 CPCS-SDU, together with the CPCS-PDU

Trailer of 8 octets, requires 384 octets and mapsinto 8 ATM cells with zero CPCS padding
octets. Thisisillustrated Figure 6.

1st Octet of 188 octets 188 octets
MPEG SPTS < ; < >
acket
P -\ MPEG-2 SPTS MPEG-2 SPTS
packet i packeti +1
376 octets - 8 octets
! —— o >
CPCS-PDU payload (CPCS-SDU) CPCS-PDU

Trailer

CPCS-PDU = 8 x 48 octets

Figure 6 Format of AAL-5 PDU Containing 2 TS Packets

AAL-5 Action on Corrupted PDUs [Normative]

When areceiver receives a corrupted AAL5 CPCS-PDU that has a correct length field,
system performance may be improved by passing the corrupted data, together with an
indication that it is corrupted, from the adaptation layer to the demultiplexer layer, rather
than smply discarding the data in the adaptation layer. This is an end station
implementation option [§].

Traffic Parameters [Normative]
Interfaces/ Connections Summary [Informative]

Interfaces 1 through 5 from Figure 1 may be mapped as separate VCs. The Interface 2 and
Interface 5 information flows may be combined into one asymmetric VC.
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Interface 1 is the VC reserved for norma SVC signaling operations a the UNI.
Information concerning the traffic description of thisVC isprovidedin [3].

Interface 2 is the VC(s) that will carry the principa information flow(s)(i.e. MPEG-2
SPTS). The following sections provide further information on the traffic characteristics of
thisVC.

Interface 3 isan ATM User plane VC that carries Session Control information. The traffic
description of this interface is implementation specific. In the absence of specific
application information concerning Interface 3, implementors may wish to consider using
the traffic description of other signaling VCs (e.g. that provided [3]).

Interface 4 isthe VC(s) used for ATM Proxy Signaling connection control (as specified in
the[3]). Information concerning the traffic description of thisVC isprovided in [3]. Note
that additional bandwidth may be required to accommodate the signaling when the PSA acts
for many end points.

Interface 5 is one or more VC(s) for User to User control information. The traffic
description of this interface is implementation specific. In the absence of specific
application information concerning Interface 5, implementors may wish to consider using
the traffic description of other signaling VCs (e.g. that provided [3]).

ATM Layer Traffic Description [Normative]

Thefollowing sections provide information on the traffic description for Interface 2
connections.

Relationship between the MPEG-2 SPTS rate and ATM cell rate [Informative]

The source MPEG-2 SPTSisconsidered aCPR stream of information. After network
adaptation, the resulting cell stream shall usethe ATM layer traffic descriptor of CBR.

Consider aMPEG-2 SPTS with a Transport Stream rate of M packets per second.
Using the default mapping exclusively then -
ATM layer Peak Cell Rate = 4*M cells per second.

ATM Layer Traffic Shaping [Normative]

Traffic at the egress of the server shall be shaped to conform to the CBR traffic contract
negotiated with the ATM network. Note that traffic shaping is required to occur on a per
VC basisby [19] and [4].

ATM Layer Traffic Contract Parameter - CDV [Normative]

tolerance

In the traffic contract, some jitter of the cell interva from the theoretical arrival time
derived from the Peak Cdl Rate is permitted. Annex A provides some discussion of
potential sources of jitter for this application. The Generic Cell Rate Algorithm (GCRA)
provides a constraint on the amount of such jitter where the network performs policing
functions (i.e. UPC and NPC functions). The maximum allowable jitter is specified in the
CDV parameter of the UPC/NPC function in the network.

tolerance
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Server implementations may introduce some CDV on the cell stream (e.g. due to cdl
multiplexing of multiple VCs onto a single physical UNI. The network operator shall
specify the CDV ... Parameter value (s) that apply to the VCsat the server interface. The
VCs from the server shall comply with the negotiated traffic contract or else the network
may discard cells in accordance with the GCRA policing mechanism identified in [4].

Server implementors should note that the value of the CDV .. Parameter specified by the
network operator includes delay variation (jitter) terms due to ATM layer operations and
also PHY layer operations. Refer to Annex A for further information on jitter terms. Refer
to Annex D for further information on the traffic description and selecting values of the
CDV .parameter.

toleranc

Quality of Service Parameters [Normative]

ATM Layer QoS Parameters [Normative]

Delay Parameters [Normative]

There are two delay parameters to be specified:

. peak-to-peak-CDV
. maximum CTD

These parameters are defined in [4] as negotiated parameters for the CBR service category.
The peak-to-peak CDV parameter provides information on the delay variation (jitter) of
ATM cells as seen by the receiving end of an ATM connection. Set Top Termina
implementors are cautioned that jitter terms due to processing above the ATM layer ( e.g.,
due to Network Adaptation processes ) may also apply. Refer to Annex A for additional
information on jitter terms.

The pesk-to-peak CDV parameter should not be confused with the CDV,,,... Parameter
associated with the per VC UPC functions of the ATM network. The CDV ... Parameter
is not a negotiated parameter. Annex D provides additiona information on selection of
specific values of the CDV parameter.

tolerance

Accuracy and dependability parameters [Normative]

There are three accuracy and dependability parameters to be specified :

. Cell Loss Ratio (CLR)
. Cell Error Ratio (CER)
. Severdly Errored Cell Block Ratio (SECBR)

Annex C shows the reationships of the two accuracy and dependability parameters
(ECBR, MECBC) to these ATM layer parameters. These parameters are defined in
Appendix A of [1],[2] and [4]. In [4], CLR is a negotiated parameter . CER and SECBR
are not negotiated parameters and their values are specified by service contracts or other
means. CLR may be indicated as a QoS class or as a QoS parameter.
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Connection Control [Normative]

Between the VoD Server and the VoD Client (or IWU), VC(s) shal be established for the
U-U control and video (interfaces 2 and 5 of the reference diagram). These can be either
PVC(s) or SVC(9).

SVCs are established through the ATM network by control plane signaling. The control
plane signaling uses[3].

PV Cs are established through the ATM network by management plane procedures . These
procedures are out of the scope of this specification.

Network Assumption [Normative]

For Phase 1 VoD, it is expected that the clients , servers and ATM  connection control and
sesson control aredl served by a singe carrier  network. Thus there are no inta-carrier
(BIQ) intefacesrequired.

SVC(s) Connection Setup Capabilities [Normative]

SVC(s) shdl be esteblished based on oneof thefollowing approachesin compliancewith [3]:

¢ cdl/contrd without PSA assistance( also caled : firg party)
* proxy signding
¢ combinations of theabove

An out-of-Band service sdection and control  (session management) protocol such as
ISOIEC MPEG-2 DSM-CC User-to-Network messages or H.245 shal be used. Such
protocols exchange messages through the user plane of ATM and AAL-5. This spedfication
provides the ATM connection control fundions which DSM-CC User-to-Network messages
require for its sesson management in the ATM network. If DSM-CC is used, then sesson
control may be used to obtan the necessary information for connection esteblishment.
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First Party Connection Reference Model [Informative]

/\ UNl
Server 1 : Client (e.g. STT/P(Q
Y or IWU

Video : R

P \ o

5 \ U-U control 5
ATM /73

3 3

Session
Control

Figure 7 First Party Connection Reference Model

Firg party cal setup uses the basic cal /control procedure as defined in [3]. Figure 7 shows
the connection control refeence modd for thefirg party case In this casg ATM connections
arerequested directly by theservers and client equipment. Thereis no proxy agent to provide
ATM conrection control.

Proxy Signaling Connection Model [Informative]

Two stages areinvdved in VoD connection scenario:

l.  Server (Video Information Provider) Selection

[l. Program (e.g. movie) seection
For theserver sdection , theclient interacts with a sesson controller (e.g., Levd-1 Gatevay)
using Interface 3. During sesson control message exchanges, thesesson controller offa's the
client alist (menu) of servers (VIPs) to sdect from Upon sdlection of a server (by the user),
theserver is infarmed of thissesson request. When theserver agress to establish the sesson,
sesson controller instructs the ATM connection controller to esteblish an ATM connection
between the client and the server. The ATM connection controller then signds the ATM
network to establish avirtua connection.

The program sdlection takes place by means of client - server control messages in the ATM

user plane via intaface 5. This implies that the VC for intaface 5 connection shal be
esteblished prior to any VC for intaface 2.
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Thesigrding interface between the ATM connection controller and the ATM network is [3]. It
shoud be noted that the ATM connection controller will act on behdf of the client and /or the
server to esteblish ATM connections between these two parties.

Theintaface between both theclient and theserver to thenetwork isaUNI without signaling
capability. PVCs are assumed to be provisioned between the end-user and the sesson
controller, and between theserver and thesesson controller to carry sesson control messages
for esteblishment of a sesson between theclient and theserver.

Implementations of the ATM Connection Control fundion may be distributed across seved
network elements. This may be appropriate for ease of administraiion and/or to alow for
significant diffeences in the network segments. Decisions on when to distribute ATM
conrection control fundions are implementation spedfic. In the case of a distributed
implementation of the ATM connection control fundion, the individua instances shall act as
indgpendent PSAs or collections of indgpendent PSAs Each PSA shall act in compliance with
[3]. Refe to Annex E for further information on PSAs In addition to the detdls provided in
[3], additiond study is required to determine the proper protocol and procedures to dlow
UNIs controlled by failed PSAs or sigrding links to continue to be controlled during such
outages.

The general proxy signaling model can be refined into some simpler scenarios:
» neither Server nor Client support signaling
» Server supports signaling, but Client does not.
» Client supports signaling, but Server does not

The case where aclient or server has the capability for signaling, but chooses not to
support it for specific operations, is implementation specific.
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UNI m UNI'| Client(eg. STT/PC)
Server : |or IWU

2 i / Video \ 2
- P

al \
‘5§ \ U-U control }\ 5 f

3 | ATM

VoD Specification 1.1

in SVC case
Connection 3
Control
Session
Control

Figure 8 proxy signaling when neither Server nor Client support signaling

Figure 8 shows the proxy signaling reference model in the case when neither Server nor
Client support signaling. In this case there is no interface 1 between the Server or Client

and the network.
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Proxy Signaling when Server supports signaling, but Client does not

[Informative]

Server

UNI m UNI [Client (e.g. STT/PC)
1 : |or IWU
2 / Video \ 2

O1A

|

U-U control

ATM

W
5 |
-

.4 . ‘ ---- UNI ip SVC case

ATM

Connection
Control

Session

Control

3

Figure 9 Proxy Signaling when Server supports signaling, but the client

does not

Figure 9 shows the proxy signaling reference model in the case when Server supports
signaling, but the Client does not. In this case there is no interface 1 between the Client and

the network.
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Proxy Signaling when Client supports signaling, but Server does not.
[Informative]

UNI /\ UNI [client (e.g. STT/PC)
Server 1: |or IWU
2 / Video \ 2

5: U-U control

!
- |
T ATM s

in SVC case
3 Connection 3
Control
Session
Control

Figure 10 Proxy signaling when the Client supports signaling, but the
server does not.

Figure 10 shows the proxy signaling reference model in the case when Client supports
signaling, but the Server does not. In this case there is no interface 1 between the Server
and the network.

ATM Signaling Requirements [Normative]

[3] hasthe capability to indicate/negotiate:

. Asymmetrical upstream and downstream bandwidth requirements
. Constant Bit Rate (CBR) operation

. The AAL5 Maximum CPCS SDU size. The maximum number of MPEG-2 TS
packets per AAL-5 PDU can be easily derived from this.

In addition, the following signaling parameters are needed by the VoD application and
shall be passed through both private and public ATM networks:

. QoS Parameters ( asindividual parameters or QoS Class parameters)

. Generic Identifier Transport |.E. is a parameter that indicates the correspondence of
the VC to a certain previously established request carried outside ATM signaling
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Interfaces / Connections [Informative]

Interfaces 1 through 5 from Figure 1 may be mapped as separate VCs. One Interface 2
connection and one Interface 5 connection may be established as a single asymmetric VC.

Interface 1 is the VC reserved for norma SVC signaling operations a the UNI. The
information elements required to establish or release other VCs required for the service
(e.g., Interface 2, 5) shall be sent over this interface according to the procedures of [3].
Thissignaling VC is provisioned at subscription time for the Client or Server.

Interface 2 is the VC that will carry the User-to-User information (i.e. MPEG-2 SPTS).
The following sections provide further information on the information elements required to
establish thisVC. ThisVC is established last.

Interface 3 is an ATM User plane VC that carries Session Control information. This VC
may be established by PV C or SVC operations. If SVC operations are used to establish the
VC, the information elements and procedures of [3] be used. This VC is established prior
to any VCs corresponding in Interface 2 or 5.

Interface 4 is the VC(s) used for Proxy Signaling (i.e., ATM connection control). This
shall be identified as a signading VC on the UNI between the ATM network and the
network eement performing the ATM Connection Control function. The information
elements required to establish or release other VCs required for the service (e.g., Interface
2, 5) shal be sent over this interface according to the procedures of [3]. Note that
additiona provisioning information is required in the ATM network for interface 4
(compared to Interface 1). Refer to Annex E for further information. This signaling VC is
provisioned when the PSA/ATM Connection controller is deployed. The PSA must be re-
provisioned to accommodate changesin the Clients and Servers that are served by the PSA.
Some Implementations of Interface 4 may carry the signaling for many end points. In
order to increase the riability of the VoD service ddlivery , implementors may wish to
implement some form of redundancy at this interface. Interface 4 redundancy may be
implemented at the physical layer ( e.g. SONET 1+1 Automatic Protection Switching) or a
a higher layer. Selection of a particular redundancy scheme is beyond the scope of this
specification.

Interface 5is one or more VC(s) for User to User control information. When required by
the service, Interface 5 should be established using the same control technique (SVC or
PVC) asthe Interface 2 VC. When SV C operations are used to establish VCs for Interface
5, the information elements and procedures from [3] shall be used. This VC shal be
established prior to any VC corresponding to Interface 2. The Generic Identifier Transport
|E used in establishing the Interface 5 connection should be consistent with the associated
Interface 2 connection(s).

ATM Signaling Information Elements Required [Normative]

The following Information Elements are required in the SETUP Message to establish
communications for Interface 2.
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Required Information Element Notes
for VoD

Protocol discriminator

Call Reference

Message type

Message length

AAL Parameters

ATM Traffic descriptor
Broadband bearer capability
Broadband repest indicator
Broadband low layer information
Generic ldentifier Transport
Broadband Higher layer information
Notification Indicator

Called party number

Called party subaddress

Calling party number

Calling party subaddress
Connection identifier

ololo|o|Qfo]o|x|x[o|x|x[o]x[x|x[x|x[x|x|x

QoS parameter
End-to-end trangit delay
Extended QOS Parameters
Broadband sending complete
NA Transit network selection User-->Network
network assumption : does not
crossBICI
NA Endpoint reference | E used for multipoint operation
which is beyond scope of this
specification
NA - Not Applicable for the VoD Service
X - Required for the VoD Service
@] - Optional for the VoD Service
C - Conditiona ( if appropriate for the network being used) for the VoD Service
OoP - Optional (if Proxy Signaling is used see Signaling 4.0 for proper setting)

Figure 11 ATM Forum Signaling 4.0 Information Elements
The Figure 11 identifies the information Elements (1Es) that are carried by the messages of

[3]. All Information Elements may be sent in both directions ( U-N and N-U) unless
otherwise specified.

ATM Signaling Information Elements Coding Requirements [Normative]

The IE s shal be set in accordance with [3]. The following are guidelines for setting of
selected parametersin the various |E's required for the establishment of the Principal
Information Flow (i.e. across Interface 2) for the VoD service.
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AAL Parameters |.E. [Normative]

Information Element Value Notes

AAL type AAL-5.

Forward Maximum AAL-5 | N*188 bytes. Default valuefor the video
CPCSSDU size service component inthis

specification is 376 bytes.
N isan integer.

Backward Maximum AAL- | O bytesif Video Service
5 CPCS-SDU size Component is
unidirectional, otherwise
I mplementation Specific

SSCS Type Null

ATM Traffic Descriptor |.E. [Normative]

The video service component Peak Cell Rate is calculated with MPEG-2 encoded rate plus
AALDS overhead. Refer to section 6.2.1 for further information on calculating the Peak Cdll
Rate. The ATM Traffic Descriptor includes only the user plane information rate for the
service componentsin that one VC.

The video service component PCR may be specified using CLP =0 and / or CLP=0+1.
Video service component specific use of CLP=1 marking isfor further study.

Information Element Value Notes

Forward Peak Cell Rate implementation and Set to the Peak Cell Rate
program selection specific | value required for the video
service component (MPEG-

2 SPTYS)
Backward Peak Cell Rate 0 cdlg/ secif Video Service
Component is
unidirectional, otherwise
Implementation Specific
Broadband bearer capabilities |.E. [Normative]
Information Element Value Notes

Bearer Class BCOB-X
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Broadband Transfer Constant Bit Rate
Capahility (BTC)

User Plane Connection Point-to-Point
configuration

Broadband Higher layer information |.E. [Normative]

Information Element Value Notes

High Layer Information ‘0000011 Vendor-Specific Application
Type ID

OUI Type ‘00AO03E’ x ATM Forum OUI
Application ID 00000002’ x ATM Forum VOD

QOS Parameters |.E. [Normative]

These QoS parameters shall be coded in accordance with the requirements of [3].

Generic ldentifier Transport |.E. [Normative]

This parameter shall be coded in accordance with the requirements of [3]. Generic Identifier
Transport Information Element is a generic parameter that indicates the correspondence of
the VC to a certain previoudy established request carried outsde ATM signaling. There are
two cases foreseen inthe current signaling standards (based on the selection of session
management protocol - DSM-CC [10]or H.245[16] ).

DSM-CC Case
Information Element Value Notes
session identifier DSM-CC sessionld
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resource correlation number | DSM-CC resourceNum

H.245 Case
Information Element Value Notes
Session/Resource Identifier for the virtual H.245 resource/correlation
circuit number

Other Information Elements [Normative]

The remaining Information Elements shall be coded in accordance with the requirements of
[3].

Note that some of the Information Elements require the use of valid ATM network endpoint
addresses. Vdid ATM network endpoint addresses are defined in [3]. These address
formatsinclude native E.164 and the Designated Country Code (DCC), International Code

Designator (ICD) and E.164 [13] versions of the ATM End System Address (AESA)
address format.

Session Control [Iinformative]

Session control procedures depend on the network to manipulate the ATM network
resources, that will be used in the communications between the servers and clients.
Examples of session control protocols include:

*  ISO/IEC MPEG-2 DSM-CC[10]

o H.245[16]

Specification of gpecific session control procedures is beyond the scope of this
specification.
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End To End Jitter [Informative]

Introduction

Transporting time critical information streams using higher protocol laye's requires the
exchange of timing information between the protocol laye's. The laya adaptation processes
between protocol laye's transform thejitter of onelaye into the jitter of another laye. Within
each laya, there are processes (e.g., switching) that introduce additiond jitter terms. A
comprehensive framework is needed to assanble dl these different jitter terns.

A simple end-to-end modd of thetransport connection for atime critica information stream is
introduced using the standard trail and connection nomenclature from G.803 . This modd

then serves as thebasis for identification and disaussion of sevead different jitter phenomena

In particular, thislayeing approach sepaates the cumulative jittering effects that occur within
each laya from the transformationd jitter effects of laye adaptation. To aid the proper
accumulation and transformation of thejitter, it is helpful to keep dl jitter measures to thesame
accuracy (e.g., Probability [pesk-to-pesk jitter exceeding valug] < 10™°).

For red network services based on ATM connections, there may be many different jitter
effects present. Thisis notintended to be a comprehensive analysis of dl jitter componentsfor
al types of services. Exanples of thejitter terms associated with the transport of an MPEG-2
Singe Program Transport Stream aredesaribed.

End to End Connection Model

An MPEG-2 Singe Program Transport Stream is encgpsulated in an AAL-5 PDU and then
transmitted as ATM cdlls over a SONET transport network from a source equipment to a sink
equipment. A diagram can be drawn using the G.803 notdion to show the adaptation
fundions that are required to transform the characteridic information of one tral laye into
another. The various sources of jitter can be associated with ether  the laya adaptation
fundions or the connection termination fundions. The relaive importance of these sources of
jitter may be different in each laya. The VC-4 laya and ATM VC laye are idertified in
G.803.

Jitter is dimensionedin units of time More spedficdly, jitter terms desaibe a time deviation
from some expected significant instant for a spedfic signd type Each laye of the G.803
modd represents a different spedfic signd type This signd type is refared to as the
‘chaacteristic information’ thatis transported by that layer. Jitter shoud be expressed in terms
that are reaive to the characterisic information of the laye concerned (e.g, Cel Dday
Varigion fortheATM VC laya, PDU Dedlay Variation (PDV) for AAL-5 PDUS etc.).

Layer Synchronization

In orde to undestand the propagation of jitter through these networks, it is important to
undestand the timing configurations possble. The public networks typicaly provide a
syndhronization source that is tracesble to nationa standards. In some applications, the
source equipment may genaate its own timing. The different laye's can be operated with
indgpendent syndhronization. There may be advantages for this in particular deployment
scenarios. If two layas havedifferent indgoendent timing, thelaye adaptation processes must
accommodatethis by including, for exanple, arateadaptation prooess.
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SONET Network Example

TheSONET bitdreamis typically syndironized to the public transmission network. In this
case thetiming should be trageable to straum 1 standards. In stand adonre configurations, or

during fault condtions, SONET equipment can operate from straum 3 references.
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Figure 0-1 SONET Network Example

ATM Network Example
The ATM Network example is smilar to the SONET network example, except that

connections are made a the ATM layer rather than the SONET layer. In this case,
additiona jitter terms due to the ATM layer connection processes will be present.
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Figure 0-2 ATM Network Example

HFC Network Example
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The HFC Network example is similar to the ATM network example, in that connections
are made at the ATM layer rather than the SONET layer. In addition, the MPEG TS packets
are remapped into a new modulation scheme for transport over the HFC cable plant. In this
case, additional jitter terms due to the remapping between the ATM transport and the HFC
transport processes, as well as jitter introduced by the HFC modulation scheme will be
present. The jitter terms present in a particular deployment are highly implementation
dependent and may be affected by many aspects, e.g. buffering, remapping of MPEG-2
PCRs etc as well as the network topol ogy.
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Figure 0-3 HFC Network Example

Layer Adaptation Processes
Generic Processes

Rate Adaptation

Input Cell Stream
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Figure 0-4 Rate Adaptation Example
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Rate adaptation, or rate decaupling, occurs when the characterigic information rates of two
layas aredifferent. Whenthisoccurs, additiond “ stuffing” information is insated in orde to
maintain the transmission rate of the higher bit rate stream. Rate decoupling is a laye
adaptation process. It could be used between any two layas with indegpendent timing.
Figure 0-4 shows an example wherean ATM cdll stream (e.g. asinge VC) is rate adapted
into a higher ratecdll stream. In thiscase thestuffing is quantized to onecell period.

Cdl ratedecoupling in the ATM Forum UNI 3.0 spedfication' refas to an ATM laye process
where the sending process insats “unassigned’ cells as necessary to form a contiguous cell
stream. ITU-T usesthetermto refe to a PHY laye process that invdves the insation of
“idle’ cells. Both progesses result in adisplacement of a source traffic cell by one or more cdll
periods .

Multiplexing

Condder the cdll stream comprising one VC that is to be mixad into a composite cell stream
with othe cdls. TheCDV of a VC is afected by the othe traffic in the composite ATM cell
stream. The ATM cdll stream contains cdlls frommany VCs as well as overhead cdlls such as
OA&M cdls and rateadaptation cells (“idle” or "unassigned’).

TheCDV of aVC cdl stream is quartized with a granularity of thecell period of thecomposite
ATM cdl stream. Thejitter fundions associated with cell switching or multiplexing may
resut in CDV quartization steps greder than onecell. Themaximum CDV quartization step is
relaed to theburg size that can exig in cells extraneous to the VC. The burg lengths tend to
increase as the utilization of a composite ATM cell stream increases. Henae the CDV can be
expected to be relaed to the utilization of a particular ATM connection.

The exigence of correlating traffic patterns between different VCs may adso complicate the
anaysis. Multiple VCs with the same nominal CBR rate may produce repditive effects over
multiple cell periods. VBR traffic is morelikdy to be non stationary in nature,

Traffic Shaping

Traffic shaping can be applied in various ways. One could introduce traffic shaping at the
AAL-5 leve , or a the MPEG-2 level. One could argue that a CPR MPEG-2 SPTS has
already been shaped (to a constant packet rate). The most common use of the term is
associated with shaping of traffic on a single connection by end user equipment (e.g.,
CPE) in order to comply with the traffic contract agreed between the user and the network
operator.

ATM Traffic shaping is applicableto all Broadband Transfer Capability types except UBR.
In the case of a VC with a traffic contract specifying a CBR traffic descriptor, end user
equipment may be required to provide buffering and scheduling functions at the source in
order to ensure that cells of that VC comply with the cell spacing requirements expected of
aCBR cdll stream. Delay variations in these buffering and scheduling functions of the end
user equipment may result in additional jitter terms.

PDU Segmentation

A PDU consist of the SDU from the next highest layer plus the PDU-specific information
(e.g., AAL-5 CS-PDU trailer fields). The time to make a PDU from an SDU (e.g.,
appending length, CRC-32, etc. for AAL-5) is assumed to be constant. The PDU is
divided into some integer number of 48-byte ATM cdll payloads. The cells from the PDU
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are associated with aVCC, and are multiplexed onto the ATM link as described in section
A-3.1.2 above. The cells from the PDU may be metered out in any burst size up to the
PDU size, at arate proportiona to the PDU rate such that the process receiving the PDU
should neither overflow or underflow its PDU buffer. i.e,

cell rate=PDU rate* PDU size (cells) / burst size (cells)

The delay to segment a PDU is constant, and depends on the time to transfer the individual
cdls

PDU segmentation delay = 1/ cdll rate
PDU Re-Assembly

Theproaess of reassembly of cdls intoaPDU takes an inteva of timethat is assumed to be
equd to thetimeto accumulate the necessary number of cells. The time to extract the PDU
fromtheaccumulated cdls is assumed to be condant and negligible in magnitude compered
with one cdll period. Thecdl arrival times are assumed to be jittered by some probabilistic
CDV fundion. Figure 0-5 showsthe basic model of cell arrival and PDU re-assembly. The
nominal PDU interval (in thisexample) is 8 times the nominal cell interval. The actua PDU
interval value addsthe CDV vaues from the last cell of the current PDU and the previous
PDU.

The cumuative distribution of the PDV could be conddered as a sample distribution drawn
from the cumuative CDV popuation. The centra limit theorem would suggest that samples
would tend towad the mean rather than extremes. Sinee this is essentidly an infinite
popuation, and the sample sizeis dsoinfinite, theeffect dueto suchsampling is likdy to be
small. A worg case assumption is that a pesk to peek CDV of less than x mS with a
coqi(;idenceof 10™ implies a pesk to pesk AAL-5 PDV of lessthanx mS with a confidence of
107°.

AAL-5PDU AAL'S PDU AAL-5PDU

\ﬁ / Interarrival Time f

PDV of PDU #1 / Cell Interarrival Time \_ PDV of PDU £0
cel cel Jcer Jeea | e Eeu Cal ":eﬂ Cell fceil [cel cel | [can
1 1 | : : 1 1 1 L 1 ¥ :
I I ' ] ] ] I I I ]
7" ,— Nomina PDU Interval
CDV of Cell #8 " \— > CDV of Cell #8
from PDU #1 Actual PDU Interval from PDU #0

Figure 0-5: CBR Modd for CDV
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SDU Accumulation

When more than one MPEG-2 Transport Stream Packet is used to fill an AAL-5 SDU, the
first TS packet to arrive at the SDU accumulation function is delayed until the last packet to
beinsertedin the AAL-5 PDU arrives. If we assume that the SDU accumulation process
takes a fixed delay, then the first TS packet suffers a rate dependent delay equal to the
number of TS packetsinthe AAL-5PDU. For atwo TS packet AAL-5 SDU, the delay is
one TS Packet period at the Transport Stream rate. The last TS packet suffers only the fixed
delay of the SDU accumulation process. If multiple TS packets are sent in one SDU, then
theintermediate packets suffer proportiona delays. A similar dis-accumulation function
can aso be seen. The delay suffered by different TS packets depends on the position
within the AAL-5 PDU. Thisisillustrated in Figure 0-6.

The delay is rate dependent. For a IMb/s Transport Stream, each TS packet represents 1uS
of delay. For a 10Mb/s Transport Stream, each TS packet represents only 100nS of delay.
This buffer size required to accommodate this delay during dis-accumulation is not rate
dependent - it isfixed by the maximum AAL-5 PDU size.

MPEG2-PCR / AAL-5 SDU Alignment

The specification does not require aignment of MPEG2-PCRs with AAL-5 SDUs - i.e. it
is“PCR unaware’.

Input MPEG-2
Transport Stream

@\‘E

Output AAL-5 PDU Stream

Figure 0-6 Example Non-Alignment of MPEG-2PCRs with AAL5 PDU Boundary

The interval between insertions of a MPEG-2PCR into the MPEG TS is not dtrictly
congtrained by the MPEG standards. The maximum interval between MPEG-2PCRs is
constrained to 100msS.

One method to aign MPEG2PCR timestamps within AAL-5 SDU’s for stored program
replay isto pre-process the Transport Stream to ensure that the MPEG-2PCRs are inserted
into the stream at intervals based on an integral multiple of the (fixed) AAL-5PDU size.

SDU Dis-accumulation
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The AAL-5 PDU structure provides for multiple MPEG SPTS packets to be multiplexed
into one AAL-5 SDU. When dis-accumulating this SDU, these SPTS packets become
available at the sametime. This burstiness may create problems for the next (higher) layer.
While the segmentation and reassembly function can be expected to preserve the order of
the packets, this SDU dis-accumulation operation represents a severe jitter as shown in
Figure 0-7. Successive MPEG SPTS packets would be sent resulting in successive inter-
arriva intervals of zero and twice the nomina interarrival rate. If a buffer of the MPEG
SPTS packetsis required, then the control of the buffers could become complex. Sending
the TS packets as soon as they become available treats MPEG SPTS packets uniformly.

The jitter term varies according to the bandwidth assumption. For a nominal CBR
MPEG hit rate, the jitter term is one MPEG SPTS packet period.

Adjacent TS Packets with Interarrival Time = essentially zero

TS Packet Interarrival Time

TS PKT I;rs PKT JTS PKT TS PKT

AAL-5 PDU

AALEPDU / imerariva Time AAL-5PDU

Cel Cell JCdl |Cel Cdl |Ce|| Cdl [Cel |Cdl [Cel [cel Cedll Cdl
Cell Interarrival Time

Figure O-7 Demultiplexed TS Packets

Specific Layer Adaptations
Spedfic laye adaptation fundions apply between spedfic layes.

ATM Cell Stream to/from SONET

SONET laye jitter effects can be caused by normd equipment tolerances and environmenta
varigions. Physcd laye jitter effects associated with therecovery of the bit levd timing is
well documented by T1X 1 and othas. There are some systematic jitter effects associated
withtheframe structure of the SONET frame but these arereguar in nature.

For example, one of the largest SONET |itter terms is associated with the systematic jitter
introduced by the SONET frame header. At OC-3c rates, the jitter magnitude is 9 octes
representing onerow of header information. 9 octés is less than the cdll period of 53 octes.
SONET systemédtic jitter terms are typicaly diminated by the pointer manipulation buffers
associated with laye adaptation fundion of the SONET tral termination equipment. Some
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equipments may provide a burg inteface to the higher laya. For the purposes of this
contribution, we assume that the payload provided from the SONET laye to the ATM Laye
is acontiguous payload bitsream.

The ATM layea may operate in a manner syndironized to the incoming SONET payload
stream. Some equipments may terminate multiple SONET payload streams. Rate adaptation
of the incoming SONET payload stream to an intana time refaence is a typicd laye
adaptation process to accommodate this If the incoming SONET payload stream is not
jittered, the rate adaptation process would introduce a systematic jitter based on the rate
difference. Jitter in the timing of the SONET payload stream would be manifest a the ATM
laya as randomization of theinsation point of theratedecoupling cells.

The jitter transformation of this layer adaptation proaess is not linear. A jitter quartization
effects occurs. Congder a contiguous ATM cell stream recovered from a SONET laye. The
locd timing of thecdl intevalsis fixed. Jitter at the cell levd must occur in disarete intervas
equd to the cdl period. Hence smdll jitter effects from the SONET laye can be aggregated
into a probabilistic jitter fundion withamagnitude of 1 cell period. At OC-3c rates, one cdll

period is approximatdy 3uS.

AAL-5 PDU stream to/from ATM

AAL-5PDU w /— terariva Time _~ AAL-5PDU

7—— —:
| Cell Interarrival Time ; PDV of PDU #0

PDV of PDU #1

|Ce|| | |Ce|| ICeII ICeII | cdl | call cal |cel fcdl fcel fcal | Call | Call |
f i 1 } f f i i 1 }
: — Nominal PDU Interval —:
: Pl
i ¥
CDV of Cell #8 ] ¢ P CDV of Cell #8
from PDU #1 \ Actua PDU Interval : from PDU #0

Figure 0-8 AAL-5 PDU Stream to/from ATM

When the AAL-5 PDU isavallable, it is segmented into ATM cells with constant delay, and
multiplexed with other cells on the same physical interface. The jitter on the AAL-5 PDU
when reassembled at the receiving end depends on the CDV between the AAL-5 PDU
sender and receiver. The actuad PDU interarrival time adds the CDV values from the last
cell of the current and previous PDU to the nomina PDU interarrival time. For a CBR cdl
stream, the CDV will be less than or equal to x msec, to some quantile, as derived from the
cdl delay distribution function. Then, the delay distribution on the PDU interarrival time
will be equal to the convolution of the cdl delay distribution with itself. The value for x,
and the method to derive it, are for further study.

MPEG-2 Transport Stream to/from AAL-5 PDU Stream

The delay to accumulate TS packetsinto an AAL-5 PDU is constant, and depends on the
number of packets per PDU and the packet rate:
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PDU Accum. Delay = (# packetsPDU)/(Packet rate)

For a6 Mbps packet rate, and the assumption of two TS packets per PDU, the PDU delay
is 501.34 microseconds.

Dis-accumulating the TS packets from the AAL-5 PDU causes al the packets to become
available at the same time, producing a maximum jitter on the packets equa to the PDU
accumulation delay as shown above.

Jitter Accumulation from Connections in a Trail

In an end to end service delivery multiple connections canbe madeat thedifferent layas. The
effect on thejitter of such connections may be different in each laye. In some cases, the
seguentia connectionswithin alayea can accumulatejitter.

SONET connections

The nature of SONET conrections preserves the Syndironous Payload Envdope (SPE)
timing at thesourcerate Within speafied limits, thetiming jitter and frequency deviations of
intemediate SONET conrections are essantidly dimnated by the SONET poirter
mechanisms. The desynchronizer buffers associated with SONET pointer mechanism can
reduce the jitter to less than 1 bit period in magnitude ( < 7 nS a OC-3 rates). There is
transmission delay, but no significant increase in delay variation. The resut is that jitter
preent in the SPE a the source is essantidly transferred to the sink at the termination of the
SONET SPE.

ATM connections

Cdl levd multiplexing and cross connection fundions would occur (at the ATM VC levd
CTPs) in arbitrary networks with ATM levd cross-connections Cell levd multiplexing in an
arbitrary ATM network introduces a jitter or Cell Delay Variation (CDV) into the cdlls of the
VC carrying the time criicad information. This CDV is condrained per switch by various
spedfications".

Various approaches could be taken to characteriang the jitter distribution of an arbitrary
network of ATM switches One gpproach is to simply add the word case CDV of the
sucaessiveswitches in the ATM network. A more sophisticated gpproach requires desaibing
the CDV a each switch as a probebility dengty fundion (pdf). The cumuétive effect of
sucaessive switches is the desaibed by the convolution of these individud pdfs. Both
mechanismsrequire aspeafic number of switches to be conddered. ATM BISDN standards
areintanational in scope. Hence we must consder enough switches for international public
network conrections However, for service definition across an arbitrary public network,
someaggregate spedfication must simply be assumed for the CDV.

A CDV accumulation mechanismis required for the QoS negotiation and service assurance
signaling in the switched network. Convolution is a computationally intensive process that
isunsuitable for the real -time processing demands of a CDV accumulation algorithm used
for the signaing algorithms. Simple addition of the individua specification for CDV
generated within a specific switch islikely to lead to a significant overestimate of the actual
CDV generated within the switch network. The ATM Forum BICI specification version
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1.1 proposes a Vn egimator for accumulating the CDV generated end to end by a
network.

The role of CDV ... SPecifications a NPC locations and other traffic shaping functions
that may be performed by the network require further study.

The accumulation agarithms for the QoS paraneters will be spedfied in the ATM Forum
Traffic Management Speafication 4.0.

A maximum pesk-to-pesk CDV of 1mS (p-p,a=10"°) acrass the ATM laye is commonly
assumed. Thisassumptionis basal on theDS-3 cirauit emulation jitter absorption delay buffer
sizespedfied by Bellcore". Othea assumptionsareequdly possble.

AAL-5 PDU Connections

In an ATM network, conrections are performed at the ATM laye, not a the AAL-S laye.

Othe types of networks, and somelWUs may perform connectionsat the AAL-5 laya. Such
connections may introduce additiona jitter terms. These aspects are beyond the scope of this
IA.

MPEG Transport Stream Connections

In the delivery of the VoD service, there may be some elements that perform operations on
the MPEG-2 SPTS directly , (e.g. splicing operations etc.) If such operations are
performed in red time on a SPTS, then additiona jitter terms may be introduced. These
aspects arebeyond thescope of thislA

End to End Jitter Budgets

The aggregate jitter expected for a particular implementation can be caaulated by identifying
and combining the individud jitter terms associated with the laye adaptation fundions and
layea cross-connection fundions.

The jitter tolerance of the MPEG-2 transport Stream decoder is not clearly specified in
ISO/IEC International Standard 13818-1. It is clear from the MPEG-2 system mode that
there are different defects that can result from jitter on the MPEG-2 Transport Stream,
depending on the data that is jittered. As a smple approach, we can consider two basic
jitter tolerance figures. One for TS packets containing general data. The jitter consequence
hereis overflow or underflow of the decoder’s buffers.

A second jitter tolerance can be associated with the TS packets containing MPEG-2PCRs.
A MPEG-2PCR is atimestamp used to recover the MPEG system clock for the decoder.
The system clock recovery function of the decoder can be considered a type of Phase
Locked Loop (PLL). The parameters of that PLL will determine the capture range and
tracking range that can be provided. Jitter on a MPEG-2PCR can be considered as an error
step function into the PLL. If the error step exceeds the PLL tracking range, then decoder
will loseitslock on the MPEG system clock, resulting in degraded performance.

Further study may revea other jitter constraints on the MPEG-2 Transport Stream, e.g. ,
concerning jitter on PTS, DTS timestamps, etc. For the purposes of developing a jitter
budget for the VoD service, we need to assume a specification for the jitter tolerance of the
MPEG-2 Stream. The following is proposed for maximum peak to peak jitter for MPEG-2
Transport Stream Packets:
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e without MPEG-2PCRs............. X mS

* withMPEG-2PCRs................ y mS, (wherey < x)
Thevaluesfor x andy are currently for further study. If y > x, the decoder PLL can track
jitter deviations of greater magnitude than its buffers and a separate specification is not
necessary. Previous contributions have identified 1mS of CDV across the ATM network.
This identifies a minimum. Aggregating other jitter terms will increase the required jitter
tolerance. The MPEG-2 standards do not normatively bound the jitter tolerance.

MPEG standards mention® 4mS being intended as the maximum amount of jitter expected
in awell behaved system. This figure is related to the multiplexing of multiple
Transport Streams and is not directly relevant to the end-to-end jitter budget discussion.

% |SO/IEC 13818-1 | ITU-T Rec. H.222.0 “Information Technology - Generic Coding of Moving Pictures
and Associated Audio - Part 1: Systems’ Annex D .
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Example Networks [Informative]

Telco Hybrid Fiber Coax Networks

af-saa-0049.001

ATM may be termnated in the video node (A type of IWU) or the STT/PC for the hybrid
fibe coax network shown in Figure O-1.
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Figure 0-1 Hybrid Fiber Coax Network VoD Example
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Digital Baseband Networks
ATMi s terminatedin the STT for thedigital basdband network reference configuration shown

in Figure 0-2.
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Figure 0-2 Digital Baseband Network VoD Example
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Telecommunications Network Example

The VoD network example shown in Figure 0-3 presents two types of access network,
namely an Asymmetrical Digital Subscriber Loop (ADSL) over existing copper pairs and a
fiber passive optica network (PON). Both carry broadband and narrowband traffic, i.e.,
Plain Old Telephone Service (POTS) and VoD.

For the optical network, the ATM transmission may terminate at the PON head end (H/E),
the optical

network unit (ONU), or in the set top terminal. Whereas for copper distribution, the ATM
transmission may terminate at the ADSL exchange unit (EU), the ADSL remote unit (RU)
orinthe STT (or PC or IWU).

The core network is based on a number of ATM switches. The session controller/ ATM
connection controller (L1GW) is likely to be implemented using the functionality of the
intelligent network (IN), i.e., the service control point (SCP) and the intelligent periphera

(IP).

PON
Session Control / ONU \

ATM Connection PSTN |{PON <

STT

Server
Control

Application / /m
continuous PSTN ADSL ADSL

Media Server switch EU copper [RU \
pair STT

Figure 0-3 Telecommunications Network Example

For a given session the end user can ‘direct dia’ the destination VoD server, if known.
However, it is more likely that the user will choose to be connected through to a L1GW
which will provide navigation facilities, specifically a choice of service providers (SPs) to
which that user subscribes or can access. SPs can be brokers who might offer information
as the best server to choose for a given movie but don’t actualy offer movies themselves,
or the end SP who offers detailed navigation and content, i.e., movies,

The L1GW ‘connects the user to the server control (L2GW) of the chosen SP, either
directly by setting up the connection or by telling either the user (or SP) the address of the
party to call. Smilarly a SP acting as a broker can ‘forward’ the address of a user to the
chosen destination server. The server control provides detailed navigation assistance to the
user.

Two types of server are indicated, namely application servers and continuous media servers
(CMYS) both of which could be integrated into asingle ‘box’ with a single network address
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or be separate. Application servers tend to be general purpose computers, whereas CMS
tend to be massively parallel computing platforms.

The concepts of session and connection need to be understood. A session exists from the
time the user pushesthe ‘go’ button to request service. At any given time, a given session
can utilize any number of connections (or even zero connections). Some entity has to
manage the session, i.e., the session manager. The session manager could reside in the
STB, inthe L1GW or with the SP(s).

Hybrid Fiber/Coax Cable TV Networks

Cable TV networks may be used as part of the delivery network for the VoD Service.
Figure 0-4 provides an example network architecture of the type currently planned by
various cable TV network operators.

TerrestrialInteroperabilityto othernetworks
ATM orSONET/ATM

Advanced television,video routing/ switch, PCS Competitive Access
switch, video storagenetwork management,
compression, advertisement insertion,advanced ™ —————p» ”
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Figure 0-4 Cable TV Network Example

Cable televison HFC architecture often includes the implementation of the regional hub
concept. A regiona hub is a centralized facility that utilizes a rich network topology to
interconnect headends that are located in a common geographic area. This topology may
interconnect a single cable operator’ s central headends or the headends from any number of
Multiple System Operator's (MSO's) in adjacent serving areas. The regional hub can
provide an access point to other networks and a common centralized platform for
deployment of advanced services.

Fiber optic cables span from the loca headends to fiber hubs that are geographicaly

centered among approximately 2,000 passed. These hubs feed fiber nodes that serve about
125 homes passed. The connections between the local headends, fiber hubs fiber nodes
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and hub-to-hub interconnections provide virtua ring capability and physica routing
diversity.

Currently, about 14% of the typical HFC network consists of trunk, with local distribution

accounting for 36% of the network and 50% of the network is deployed in the drop. The
trunk isfiber optic cable and the remainder of the infrastructure is coaxial.
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AMS QoS Parameters [Informative]

AMS Control Plane QoS Parameters for VoD

SAA-AMS expects the following parameter to be of interest for evaluating the performance
of VoD applications:

. Latency for ATM Connection Establishment/Release This includes
the time for the Setup message to be sent from a client (e.g., STT/PC) to
the ATM Network, and the time for that connection control function to
establish or release a connection or session in that ATM network. Specific
vaues are implementation dependent. Information concerning this
performance aspect may be provided by the service provider , if necessary.

AMS User Plane Quality of Service Parameters

Two Qudity of Service (QoS) parameters are identified that can be used to capture the
accuracy and dependability aspects of AMS services. These AMS QoS parameters are
defined from the AMS service users' perspectives. There is a given relationship between
these user-oriented service specific QoS parameters and the network-oriented service
independent ATM layer QoS parameters - this allows an appropriate ATM layer connection
to be established in order to be able to deliver the service. Annex C describes the
relationship between the two AMS QoS parameters and the relevant ATM layer QoS
parameters.

For AMS services, the effect of either asingle error or a burst error is essentidly the same
if the error is confined within asingle cell block of consecutive cells associated with a given
ATM connection. Therefore, the two AMS QoS parameters, Errored Cell Block Rate and
Maximum Errored Cell Block Count, are defined in terms of cell blocks. In this document,

a cell block is defined as a sequence of cells transmitted consecutively on a given ATM

connection. This should not be confused with the term ‘cdll block’ as used by [4]. Cdl

blocks are non-intersecting and contiguous within aVC. A received cell block isan Errored
Cdll Block if one or more errored cells, lost cells, or miss-inserted cells are observed in that
received cell block. For AMS services, cell block sizeis application dependent; however, a
cell block can be at most 1536 cellsin length.

Errored Cell Block Rate (ECBR)

Errored Cell Block Rate , ECBR, is defined as:
ECBR= N/ Teege
Where N isthe total number of errored cell blocks observed during a specified time interva

Teesr - Thevalue of T, isfor further study. The value of ECBR can range from at least
once per second to more than once per 2 hours.
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Maximum Errored Cell Block Count (MECBC)

Maximum Errored Cell Block Count , MECBC, is defined as the maximum number of
errored cell blocks observed in any time interval of a specified length T. The commitment
associated with this QoS parameter in general is a datisticd commitment; that is, the
observed number of errored cell blocks in any time interval of specified length T will be

less than MECBC with a probability of 1-10“. The values of T and a are for further study.

AMS QoS Parameters in Relation to ATM Layer QoS Parameters

This annex describes how the two AMS accuracy/dependability QoS parameters can be
approximated by the corresponding ATM layer accuracy/dependability QoS parameters.
The detailed definition of a complete list of ATM layer QoS parameters can be found in
ITU-T Recommendation 1.356 and the ATM Forum Traffic Management 4.0 Specification.
The following symbols are used in showing the relationship between the two AMS
accuracy/dependability QoS parameters and the corresponding ATM  Layer
accuracy/dependability QoS parameters.

ECBR.......... the Errored Cell Block Rate in cell blocks per second,
MECBC....... the Maximum Errored Cell Block Count observed in any time
interval T,

2 the average number of cells per cell block,

S the average cdll ratein cells per second of the ATM connection,
P, the probability of acell block being an errored cell block,
CLR............ the Cell Loss Ratio, an ATM Layer QoS parameter,
CER............ the Cell Error Ratio, an ATM Layer QoS parameter,
CMR........... the Cell Mis-insertion Rate in cellg/second, an ATM Layer QoS
parameter,

SECBR........ the Severely Errored Cell Block Ratio, an ATM Layer QoS
parameter

Since CER , CLR and SECBR al represent ratios of different sources of cdl error to
(approximately) the total number of cells transmitted, they can be aggregated to
approximate the ratio of errored cell block outcomes to total cells transmitted (excluding
miss-inserted cells). Therefore, the AMS QoS parameter , ECBR, can be approximated by
ATM Layer QoS parameters as follows:

ECBR=r x (CER+ CLR+ SECBR) + CMR

The probability that no more than MECBC errored cell blocks are observed during any time
interval T isgiven by

MECBC

; ﬁ:ﬂ ﬁsb' (1-P)"

where M is the average number of cell blocks (truncated to an integer value) sent on the
given ATM connection during any timeinterval T, i.e,
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_OxTQ

M=g8 =

The statistical commitment to MECBC is captured by the parameter a, as described in the
following equation,

MECBCDV' ) .
107 > 1- _ ﬁb 1- R )M
‘; HI b b

P, the probability of an errored cell block , can be approximated by dividing the average
number of errored cell blocks observed intimeinterval T, by the average number of blocks
sent in the sametimeinterval, that is

ECBRx T
R) =
M
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Cell Delay Variation Tolerance [Informative]

When severa VCs are multiplexed together, by the Server, into a multiple VC ATM Cdl
stream for transport over a single physical UNI, there may be some Cel Dday Variation
introduced by the multiplexing process. The ATM network can accommodate some Cell
Delay Variation by selecting an appropriate value of for the CDV, .. Parameter of the
UPC/NPC function.

The CDV yuaee Parameter value is specified by the network operator. The CDV, . ace
parameter value is not anegotiable (signaled) parameter. The CDV ... Parameter value I1s
satic for the duration of the call. The network operator may choose to maintain the
CDV e PAraMeter value as stetic for a particular interface ( e.g. based on the line rate) ,
or for aparticular service.

If considerable information is available about the architecture of the Server, it may be
possible to develop a queuing model that describes the CDV that can be expected to be
generated. Itisnot practical to do this for alarge number of different server architectures.

A smpler approach making suitable assumptions for the server configuration is required.
For a dedicated video server, it may be reasonable to assume that the VCs are al based on
CBR traffic characteristics. The bandwidth allocated for other Broadband Transfer
Capability typesisassumed negligible.

Theworst case is likely to occur when dl of the VCs destined for one specific physical
UNI arrive a the Server’s VC multiplexing function at the same time. If n VCs are to be
multiplexed together, then a burst of n cells may be generated ( one per VC). If thereis a
random sequencing of VCs in the cdl burst then a specific cel may suffer a cell delay
variation of n-1 cell periods a the line rate. Careful design of the scheduling functions
associated with the server VC multiplexer should be able to reduce this considerably.

Other CDV generating effects besides VC multiplexing should aso be considered.
systematic jitter effects from the physical layer overhead can be approximated as a CDV of
one cell period (or less) a the linerate.  Similarly support of OAM cells etc. may adso
introduce an additiona 1 cell CDV.

Hence for a physical UNI carrying an ATM multiplex with 6 CBR VCs, a worst case
CDV of 7 cell periods @ the line rate is areasonable estimate. i.e. for n VCs, use n+1 cdl
periods (linerate) as the CDV ... Parameter value. For a group of CBR VCs with the
same Shape Rate (Peak Cell Rate), the burst of n VCs should be lessthan 1/Peak Cell Rate
i.e. back to back cells are not expected in this shaped traffic stream. Table 2 provides
examples of the delay that could be introduced by clumping groups of cells at different
ATM cel rates.

Line Rate (cells /sec) ATM Cell Rate Cell Period |5 Cell Periods |10 Cell Periods20 Cell Periods 50 Cell Periods
cells /sec uSs uSs us uSs uS

DS-3 Line Rate (PLCP mapping) 96000  10.42 52.08 104.17 208.33 520.83

DS-3 Line Rate (HEC mapping) 104268  9.59 47.95 95.91 191.81 479.53

0C-3c line rate 353200  2.83 14.16 28.31 56.63 141.56

0C-12c line rate 1416900 0.71 3.53 7.06 14.12 35.29
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Table 2 Examples of n Cell Periods at line rate

Consider the following examples:

1) A server isexpected to generate amaximum of 7 VCswith Peak Cell Rate of
5Mb/s each on a DS-3 (HEC mapping) interface:

n=7VCs

CDV,,...=(n+1)* 9.50 pS= 76.72 uS

tolerance
2) A server is expected to generate a maximum of 19 VCswith Peak Cell Rate of
7.5Mb/s each on an OC-3c interface:

n=19

CDV,.. = (n+1)* 2.83 uS= 56.6 uS

tolerance
Note that these are just examples to assist a network operator in choosing appropriate
values. The network operator should aso consider the potential tradeoff between

CDV e @Nd link utilization. Asthe CDV tolerance increases, thelink utilization will
decrease ( for the same CLR). These guidelines are for the UNI from the Server. Other
UNIs with different traffic mixes may require a different approach.

The network operator may also wish to consider other aspects ( e.g. equipment limitations,
administrative convenience etc.) in selecting appropriate values to offer. Bellcore' s GR-
1110-CORE (Issue 1, September 1994, Table 6-2, page 6-10) specifies a set of specific
CDV yeance VAl Ues that Bellcore deemed appropriate for administering the UPC functionin a
Broadband Switching System.
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Proxy Signaling Capability [Informative]

[Note: The proxy signaling capability description is derived from the ATM Forum
Sgnaling 4.0 specification. In the event of discrepanciesin the description of the functions,
the ATM Forum Sgnaling 4.0 specification should be considered as definitive.]

The proxy signaling capability is described in the Annex 2 of the 4.0 ATM Forum
Signaling 4.0 Specification .

Facility Description

Proxy signaling is an optional capability for both the network and the user. This capability,
when supported, requires prior agreement (e.g., subscription) between the user and the
network. Proxy signaling allows a user called the Proxy Signaling Agent (PSA) to perform
signaling for one or more users that do not support signaling.

Within a VoD service environment the proxy signaling call model is performed with the
ATM Connection Controller being the PSA (refer to section 8). The ATM Connection
Controller/PSA is acting on behalf of both the Client and/or the Server. The PSA not being
connected to the same switch as the one the user it is acting for is qualified as remote proxy
signaling agent.

In the following only the case where neither the Server nor the Client support signaling is
described. The case where either the Server or the Client support signaling can be easly
deduced.

Provisioning

The ATM Connection Controller/PSA must provision one or more signaling VCs and (if
needed) an ILMI VC to each of the switches where there are UNIs controlled by the ATM
Connection Controller/PSA. The ATM switch to which the ATM Connection
Controller/PSA isdirectly connected will treat these VCs as PV Cs and need not be aware of
the intended use.
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Session Control

ATM Connection Control
| PSA

ATM Switch # 3

provisioned
signaling VC

* ATM Switch #1

& ATM Switch #2

Client (e.g. STT/PC)

Server r ATM Network o IWU

Video connection ( Interface 2) established by
ATM Connection Controller (PSA)

* Signaling endpoint isATM Switch #1
# Signaling endpoint is ATM Switch #2
Figure 0-1 Proxy Signaling Example

Interfaces

« Theprovisioned signaling VCsfrom the ATM Connection Controller terminates on the
ATM switch wherethe Client / Server is located. Thus every switch which has a user
(Client or Server) under the control of an ATM Connection Controller/PSA must
support the ATM Forum Signaling 4.0 specification.

« TheClient and the Server havea UNI 3.0 (or higher) interface with the ATM network
which has no signaling VC.

Procedure

At subscription time the controlled Client(s) and Server(s) should provide the following
information for each signaling VC:

« The list of directory numbers that are routed to the ATM Connection
Controller/PSA over the signaling VC.
(Information provided to the ATM switch on which the Clients and Servers
arelocated)
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« A mapping of VPCI valuesto aspecific UNI and VPI combination for each
VP controlled by the ATM Connection Controller/PSA over asignaling VC.
(Information provided to the ATM Connection Controller/PSA)

« The VPl and VCI for the signaling VC and of the associated ILMI VC (if
present).

The switches where the clients and servers are directly connected must support ATM
Forum Signaling 4.0 (non associated signaling).

Message flow

Assuming that neither the VIP nor the C1...Cn end users have signaling capability, acall
established by the VIP to the end user would require the following set of message
exchanges.

Call/Connection at the originating interface

The ATM Connection Manager/PSA sends over the signaling VC which corresponds to the
Server a SETUP message with the address of the Client in the called user address |E, the
VIP VPCI and possibly VCI in the connection identifier |E.

The ATM switch to which the Server is connected will send back:

+ aCALL PROCEEDING or aCONNECT message specifying the VCI and
confirming the VPCI or confirming both VPCI/VCI
or

+ aRELEASE COMPLETE message denying the availability of the requested
VPCI/VCI.

For more detail please refer to §85.1.2.2/Q.2931.

Call/Connection at the destination interface

On an incoming call, offered to the ATM Connection Controller, the ATM network can
only specify one of the following two options:

Option 1
Only case a): << Exclusive VPCI, any VCI >> AND case ¢): << No indication >> of
§5.2.3.2/Q.2931 shall be used.

Option 2
Only casec) << Noindication isincluded >> of 85.2.3.2/ Q.2931 shall be used.

In the incoming call offering side, the node to which the Client is connected shall send
through the client related signaling VC a SETUP message with the Client address as the
caled user address and an explicit VPCI (option (a) 85.2.3.2/Q.2931) or no connection
identifier (option (c) §85.2.3.2/Q.2931). In the first message sent back to the network, the
ATM connection Controller/PSA shall specify the connection identifier to be used.
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In the following diagram amessage is given only two IEs (for simplicity) : the called user

address and the connection identifier.

ACC Nserver

NClient ACC

I
SETUP(@Client, VPCI\/VCl,*) |

CONNECT

ACC = ATM Connection Controller

ISETUP(@Client, VPCl g™
_______________________________ >
CALL PROCEEDING(VPCI/VClg)

NServer = network node to which the server (VIP) is connected
NClient= network node to which the client is connected
VPCI/VCI* = Option a) or b) of §85.1.2.4.2/Q.2931 is used

VPCI™ = Option a) or c) If option c) is used no connection identifier I1E is sent by the
network. A connection identifier |IE with the VPCI/VCI of the End User will be sent by
the first message in response to the SETUP message sent by the Connection Manager.

CALL PROCEEDING is an optional message in both directions.
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[Informative]

The attributes of the Video on Demand Service can be summarized using the tabular format

described in 1.211 and F.722.

[SERVICE ATTRIBUTES

[IVALUES OF ATTRIBUTES |

1. Information Transier Capability, Service
Components (SC)

1.1 Mandatory Service Components

SC no. 1 High Quality Video *
SC no. 2 High Quality Audio ?

1.2 Optional Service Components SC no. 3 to n Unredricted Digitd
Information ?

2. Information Transfer Mode ATM

2.1 Connection Mode Connection Oriented

2.2 Broadband Transfer Capability (Service
Specific)

SCno. 1&2: CBR
SC no. 3-n: implementation specific

3. Information Transfer Rate (service
specific)

SC no. 1&2: Peak Cell Rate (CBR)
SC no 3-n: implementation specific

4. Structure (service specific)

SC no: 1&2 multiplexed as MPEG-2 Single
Program Transport Stream viaAAL-5in one
VC

SCno. 3n: implementation specific

5. Establishment of Communication

demand, reserved

6. Symmetry

SC no. 1&2: unidirectional
SC 3-n: unidirectiondl,
Ssymmetric

bi-directional

7. Communication configuration

point-to-point

Access Attributes

8. Access Channdls and rates

8.1 for user information

VCno. 1: SC no. 1&2
VCno. 3-n: SC no. 3-n

8.2 for signaling

sgnaing VC

9. Access protocols

9.1 Signaling access protocol
layer

- physical

ATM Forum Signaling 4.0

9.2 signaling access protocol - ATM layer

ATM Forum Signaling 4.0

9.3 signaling access protocol

ATM Forum Signaling 4.0

9.4 signaling access protocol - layer 3 above

ATM Forum Signaling 4.0

9.5 Information access protocols - PHY | for further study
layer

9.6 Information Access protocols - ATM | 1.150, 1.361
layer

9.7 Information Access Protocols - AAL AAL-5

“ Service components SC1 and SC2 are multiplexed as MPEG-2 SPTS. An MPEG-2 SPTS may also
contain Private Data. In this case, MPEG-2 Private Data could be considered a unidirectional instance of SC

3.
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[SERVICE ATTRIBUTES [IVALUES OF ATTRIBUTES |
GENERAL ATTRIBUTES
10 Supplementary Services for further study
11 Quality of Service ( service Specific) for further study
12 Interworking capabilities with other video retrievad services (for
further study)
13. Operational and Commercial aspects for further study
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Interim _Connection Management Arrangements Prior
to ATM Forum Signaling 4.0 Specification [Informative]

First Party Interim Signaling Arrangements

To use UNI 3.1 for 1st Party Connection Setup for Video-on-Demand, the signaling
parameters should be set in accordance with section 8 (ATM Signaling Setup Information
Elements) but with the following use of the Broadband High Layer Information (B-HLI),
Low Layer Information (B-LL1) and the Quality of Service Parameter.

1) Toadlow the VOD Application ID and a correlation ID to be exchanged in an UNI 3.1
environment,:

*  Set the Broadband Low Layer information |.E. to -

Field Value Notes

User Information Layer | ‘01011'b ISO/NEC TR 9577

3 Protocol (Protocol Identification in the
Network Layer)

ISO/IEC TR 9577 IPI *10000000°b | Initial Protocol Identifier
in Bytes 7aand 7b

SNAPID ‘00'b Octet 8 SNAP

OUI Type ‘00AOQ3E’ x ATM Forum OUI

PID ‘0002 x Lower two bytes of the ATM
Forum VVOD ID

. The B-HLI shall contain a correlation id such as the 7 byte DSM-CC
session/resource 1D (as defined in Annex D of [10]) by setting the high layer
information type to “user specific”
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Field Value Notes
Higher Layer ‘0000001’ | User Specific
Information Type b
Octets6 - 13 Max. of 7 byte correlation id:
* DSM-CC Resource/Session
Identification
e H.245 Correlation Id
e @tc.

2) For the Qudity of Service Parameter, use QoS Class in accordance with what your
network provider has defined for carrying VOD services.

Proxy Signaling Interim Arrangements

Prior to the avalability of ATM Forum Signaing 4.0, proxy signaling can be
implemented by using the existing text in the current ATM Forum Signaling 4.0 draft on
proxy signaling. This is considered a complete and self contained specification of the
proxy signaling capability. It requiresthe use of existing procedures defined by ITU-T in
their Recommendation Q.2931.

ATM Forum UNI 3.1 mandates that ATM connection resources (e.g. VPI/VCI) ae
assigned only by the network. This limitation does not exist in ATM Forum Signaling 4.0,
sinceit dlowseither theuser or the network to assign these parameters. Proxy signaling
requires VC negotiation capability which enables the Proxy Signaling Agent (PSA) , a
user of the ATM network , to select the interface and VPI/VCI  for an incoming or
outgoing cal to use. The ITU-T recommendation Q.2931 supports VC negotiation
capability and hence, can be used, in the interim, in place of the ATM Forum Signaling
4.0 specification.

Third Party Interim PVC Arrangements

Where SVC capability is not available, theclient to server connection may be a PVC, provided
that PVCs with acceptably low latency can be configured dynamically between the end-user
andtheserver. In thiscase thedynamic configuration of PVCstakes place using management
plane procedures.
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